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Abstract

As artificial-intelligence (Al) systems negotiate capital markets, guide medical diagnoses, and
coordinate fleets of autonomous vehicles, the trust that humans and machines place in one
another becomes a non-negotiable pillar of responsible deployment. Yet most university
curricula still treat trust as a slogan— “be transparent, be fair”—rather than as an
engineerable property revealed through systematic reasoning. This conceptual paper
proposes the Prisoner’s Dilemma (PD), the classic example of Game Theory, and its well-
studied variants as a compact laboratory for cultivating trust-centred Al literacy across Al-
related majors, from computer science and data science to electrical engineering and
human—computer interaction. Synthesising findings from behavioural game theory, multi-
agent reinforcement learning, and human—Al trust research, we (i) construct a mapping that
links seven PD variants (horizon, information regime, noise, payoff symmetry, network
topology, horizon certainty, and power asymmetry) to the four phases of the trust life-
cycle—formation, calibration, erosion, and repair; (ii) identify the professional virtues each
variant can nurture, including prudence, reciprocity, resilience, and fairness awareness; and
(iii) distil five design propositions—verifiable trust signals, adaptive reciprocity engines,
noise-aware error windows, horizon-sensitive incentives, and trust-weighted contribution
accounting—that translate abstract trust constructs into deployable system patterns. We
close with a low-barrier research agenda that pairs PD-based classroom simulations with
follow-up industry surveys and lightweight formal-proof templates, thereby connecting
pedagogical insight to empirical validation. By foregrounding trust by design rather than
ethics by exhortation, the paper offers educators and practitioners a theoretically grounded,
practically actionable framework for graduating developers who can embed durable
cooperation and public-interest safeguards into the next generation of Al technologies.



1. Introduction

Artificial-intelligence (Al) systems now bargain, collaborate, and sometimes compete on
humanity’s behalf—whether as high-frequency trading bots allocating capital, federated-
learning clients exchanging medical parameters, or autonomous vehicles negotiating right-of-
way (Hendershott et al., 2010; Dayan et al., 2021). In every case, trust—the willingness of
one agent to accept vulnerability to another’s actions—is the invisible contract that keeps
these socio-technical interactions from degenerating into costly conflict (Mayer et al., 1995;
Nahapiet & Ghoshal, 1998). For undergraduates in artificial intelligence (Al), computer
science (CS), electrical and electronic engineering (EEE), data science (DS), and allied majors
who will soon design such agents, learning to engineer trust-sensitive logic is therefore as
critical as mastering gradient descent (Robbins & Monro, 1951).

Yet today’s curricula usually relegate trust to checklist notions of transparency or
accountability, offering little guidance on how cooperation forms, unravels, or can be
repaired (Nguyen et al., 2022). We argue that game theory—the mathematical study of
strategic decision-making—and its iconic example, the Prisoner’s Dilemma (PD), supply
precisely the missing scaffolding (Axelrod & Hamilton, 1981). In the classic PD, two rational
players each choose to co-operate or defect without knowing the other’s move: mutual co-
operation yields a moderate reward, unilateral defection yields the highest individual gain,
and mutual defection leaves both worse off (Dawes, 1980). This payoff matrix captures the
universal tension between short-term self-interest and long-term collective welfare.

We contend that systematic exposure to PD variants operates not only as a strategic
sandbox but as a crucible for shaping professional virtues. By varying interaction horizon,
information asymmetry, noise level, payoff symmetry, and network topology, educators can
mirror the very dilemmas future developers will face: Should a federated-learning node
share gradient updates with unreliable peers? When must an API throttle a partner that free
rides on shared resources?

This paper therefore asks: What can university-level Al developers learn about engineering,
sustaining, and repairing trust from the spectrum of Prisoner’s-Dilemma variants? e
contribute

1. a conceptual map linking PD variants to trust formation, calibration, erosion, and
repair.

2. avalue-shaping analysis showing how these variants cultivate cognitive virtues
(prudence, epistemic humility) and affective dispositions (reciprocity, community
orientation)

3. design propositions that embed trust “by construction” in Al artefacts; and

4. aresearch agenda for formal verification, large-scale simulation, and cross-cultural
validation.

By positioning PD reasoning at the heart of Al literacy, we shift pedagogy from ethics by
exhortation to trust by design, equipping the next generation of developers to build Al
systems that cooperate reliably with both humans and machines.



2. Conceptual Background

2.1 Trust in Al Development

We distinguish two mutually reinforcing facets of trust:

e Cognitive trust—reasoned beliefs about an agent’s competence, integrity, and
predictability (McAllister, 1995). Developers foster it through verification, formal
proofs, unit tests, and reproducible evaluation (Hoff & Bashir, 2014).

o Affective trust—the emotional assurance that an agent (or its creators) is benevolent
and will not exploit vulnerabilities (McAllister, 1995). Although less tangible, it is
cued by user-experience signals, documentation tone, open-source reputation, and
community governance.

Pragmatically, developers must learn to predict how design choices—e.g., adding explanation
interfaces or throttling rules—shift both facets in users and in other autonomous agents with
which their systems interact (Dzindolet et al., 2003).

2.2 Game Theory and The Prisoner’s-Dilemma Introduction

Game theory studies situations where each player’s outcome depends on what they do and
what others do (Nash, 1950). A game specifies

1. Players (decision-makers),
2. Strategies (actions each can take),

3. Pay-offs (numerical rewards or costs for every strategy combination).
A solution concept—most famously the Nash equilibrium—predicts which strategies
are stable when no player can gain by unilaterally switching (Nash, 1950).

The classic Prisoners’ Dilemma (Axelrod & Hamilton, 1981)

Two suspects are questioned in separate cells.
Co-operate (C) = stay silent. Defect (D) = confess and incriminate the other.

Prisoner B: C Prisoner B: D

-5yr,0yr (A loses, B

Prisoner A: C||-1yr, -1 yr (both do okay) walks)

0yr, -5 yr (Awalks, B

loses) -4 yr, -4 yr (both do badly)

Prisoner A: D

Years in jail (lower is better).

Temptation to defect: Whatever B does, A gets less jail by confessing, and vice-versa. This
makes Confess a strictly dominating strategy regardless of the other player’s strategy.

Outcome: Mutual defection (-4, —-4) is the only Nash equilibrium—even though mutual



silence (-1, -1) is better for both.

What if we tweak the game?

Asymmetric pay-off: Suppose A is offered an even shorter sentence (-0 yr) for confessing
while B still faces -5 yr. A’s incentive to defect grows; B will trust less unless extra safeguards
(e.g., side-payments or monitoring) exist (Maskin et al., 1986).

Repeated rounds: If the same pair expects to meet again, strategy Tit-for-Tat (“start with C,
then copy the partner’s last move”) can stabilise cooperation—defecting today invites
punishment tomorrow, thus players may choose to cooperate more in first stages until one
or both choose to defect, which they will do eventually (Nowak & Sigmund, 1993).

By altering key parameters, we obtain a family of PD variants that mirror real Al deployment

dilemmas.
Variant Definition lllustrative real-world application
dimension (relative to
canonical PD)
Interaction One-shot, fixed | * One-shot deal: A single house-purchase negotiation
horizon length iterated, | between buyer and seller.

. or indefinite ¢ Fixed-length: A three-year collective-bargaining
(Milgrom et repetition agreement between a union and management that
al., 1982; will be renegotiated at expiry.

Fudenberg &

Maskin, 1986)

¢ Indefinite: Long-term cooperation between
neighbouring farmers who share an irrigation canal
year after year.

Wu & Axelrod,
1995)

error

Information Full vs. partial e Full visibility: An open cry commodity auction
regime visibility of where every bid is public.

H ) payoffs and e Partial visibility: A sealed-bid tender for a
(19a6r7s.any|, prior actions government contract in which each bidder knows

! only its own costs and submitted price but not
competitors’ offers or profit margins.
Noise Stochastic ¢ Diplomatic talks where interpreter mistakes change
misperception the perceived intent of the other nation’s proposal.

(Axelrod & . . . , .

. or execution ¢ A soccer match in which a referee’s accidental
Dion, 1988;

miscall (e.g., offside error) alters teams’ trust in fair
play for the rest of the game.

Pay-off
symmetry

(Beckenkamp
et al., 2007;
Ahn et al.,
2007)

Equal vs.
unequal
gain/risk
profiles

¢ A micro-lender (small downside per loan, diversified
upside) versus an individual borrower (large personal
downside if default occurs).

e A large supermarket chain negotiating produce
prices with smallholder farmers who depend on a
single buyer.




Network Dyadic vs. . e
topol y h-based e Bilateral fishing limits agreed between two
opolo raph-base .
pologY & p. coastal states (dyad) versus a multilateral
o multi-agent . o N
(Gracia-Lazaro | . ) f fishery-management organization coordinating
interactions , .
et al., 2012; guotas among a dozen nations sharing the same
PONCELA et ocean (graph).
al., 2010)
Horizon Known finite ¢ A time-bound climate accord that commits
certainty endpoint vs. countries to emission targets only until 2030 (finite
(Mil " uncertain horizon).
ilgrom e . . ) . .
| 5982 continuation ¢ An informal cease-fire between rival clans where no
a ) ; . . .
formal expiry is set, and parties are unsure how long
Fudenberg & . . . . .
. cooperation will last (uncertain continuation).
Maskin, 1986)

2.3 Trust as a Value-Shaping Construct

Transparency and accountability articulate external obligations, but trust addresses the
developer’s internal stance: a calibrated willingness to rely on autonomous components and
to design for reciprocal cooperation (Lee & See, 2004). Engaging with PD variants
therefore has pedagogical power beyond abstract strategy; it acts as a crucible for
professional ethics (Bruno et al., 2018):

Reciprocity—learning to reward cooperation and penalise exploitation.
Prudence—quantifying risk before acting, especially under imperfect information.

Trust equity awareness—recognising when asymmetric incentives invite systemic bias.

lllustrative scenario. Consider a capstone project in which a student team builds a drone-
swarm for search-and-rescue. Early simulations of a noisy, iterated PD convince them to
embed a forgiving “Win-Stay-Lose-Shift” protocol: drones initially share sensor maps,
retaliate once if a peer withholds data, but quickly reinstate sharing after cooperative
behaviour resumes. Code-review discussions reveal how this strategy embodies prudence
(guarding against free-riders) and reciprocity (swiftly restoring cooperation), linking
theoretical insight to concrete engineering practice.




7 PD DIMENSIONS

= Interaction Horizon
= Information Regime

= Noise Level

= Payoff Symmetry
= Network Topology
= Horizon Certainty
= Power Asymmetry

4 TRUST PHASES
» Formation
= Calibration
= Erosion
= Repair

—t

5 DESIGN LEVERS
= Verifiable Trust Signals
= Adaptive Reciprocity Engine
= Noise-Aware Error Window
= Horizon-Sensitive Incentives
= Trust-Weighted Contribution Accounting

Figure 1 Conceptual pipeline linking 7 Prisoner’s Dilemma variations to 4 trust phases and 5 design levers

3. Literature Review

This section surveys four knowledge streams that undergird our argument:

(i) the rise of game-theoretic modelling in Al
(i) empirical evidence on Prisoner’s-Dilemma (PD) mechanisms and trust
(iii) research on trust calibration and repair in human—Al interaction, and

(iv) educational studies that link strategic games to value formation.

3.1 Game-Theoretic Modelling in Contemporary Al Practice

Early symbolic Al used two-player, zero-sum games (e.g., minimax search in chess: Shannon,
1950). Modern systems adopt richer game-theoretic formalisms:

Markov (normal form) games underpin multi-agent reinforcement learning (MARL). Foerster
et al. (2018) showed that opponent-learning awareness improved convergence to
cooperative equilibria in a sequential PD with a 17 % higher global reward than baseline Q-
learning.

Stochastic games on graphs model decentralised control. Leibo et al. (2017) demonstrated
emergent “wolf-pack” cooperation among deep-RL agents, replicating PD-style payoff
tensions between individual capture and group share.



Mechanism-design frameworks (e.g., VCG auctions) are now baked into cloud-resource
allocation and ad bidding (Mehta, 2013), formalising incentive compatibility—an idea central

to one-shot PD.

Mini-synthesis. These studies confirm that strategic reasoning is already embedded in
production Al. Students who understand game-theoretic incentives are better equipped to

foresee trust breakdowns before deployment.

3.2 Empirical Insights from Prisoner’s-Dilemma Research
Finding Representative Relevance to Trust
Study

Reciprocity sustains cooperation. Tit-for-
Tat (TFT) achieved 97 % mutual-C in
Axelrod’s (1984) round-robin tournament.

Axelrod, 1984

Shows how simple,
transparent strategies
build cognitive trust
quickly.

Noise requires forgiveness. Generous TFT
outperformed TFT by 8-12 % average
payoff when error probability € > 0.03.

Nowak & Sigmund,
1993 (lab
replications by
Wedekind, 2000)

Highlights affective
trust via graceful
error recovery.

Information asymmetry depresses trust. In
a 240-subject experiment, cooperation fell
from 62 % to 34 % when pay-off tables
were hidden (de Visser et al., 2016).

Dufwenberg &
Gneezy, 2000

Emphasises need for
Verifiable Trust
Signals interfaces.

Asymmetric power skews outcomes.
When pay-offs favoured Player A 2:1, A
defected 71 % of rounds versus 46 % in
symmetric baseline (Bone & Raihani, 2015).

Bone & Raihani,
2015

Underlines fairness-
sensitivity training for
developers.

3.3 Trust Calibration, Erosion, and Repair in Human—Al Interaction

Calibration. Lee & See’s (2004) meta-analysis found that appropriately calibrated users
outperformed mis-calibrated ones by up to 25 % in target-tracking tasks. Cognitive trust rises

with reliability and diagnostic feedback.

Erosion. Hoff & Bashir (2015) showed that a single automation failure in a driving simulator
reduced subsequent reliance by 39 %, even after error correction—illustrating the “once-

bitten” phenomenon.




Repair. de Visser et al., (2016) reported that combining post-hoc explanations with explicit
apology statements restored 62 % of lost trust, compared with 19 % for explanations alone.

Mini-synthesis. Trust dynamics observed in human-Al studies parallel the PD cycles of
cooperation, defection, and forgiveness, validating our choice of PD as pedagogical proxy.

3.4 Game-Based Ethics and Value Formation in Computing Education

Game-based learning meta-analyses (Clark et al., 2016) show medium-to-large effect sizes
(Hedges g = 0.51) for critical-thinking gains. In Al-specific settings:

Springer (2023) integrated an iterated PD into a senior Al course; student surveys (n = 110)
reported a 44 % increase in “ability to identify trust failures” post-intervention.

Kuo et al. (2021) found that transdisciplinary engineering teams using PD role-play
articulated more nuanced fairness arguments than control teams, coded at Bloom “analyse”
level.

3.5 Gap Analysis

Focus on algorithmic benchmarking. Most MARL studies treat PD solely as a performance
metric, ignoring human value formation and involvements.

Sparse longitudinal data. No study tracks whether PD-induced trust insights persist into
developers’ professional practice.

Limited cross-cultural replication. Tight-culture vs. loose-culture effects on PD learning
(Gelfand, 2012) remain unexplored in Al classrooms.

These gaps motivate our research questions in Section 4 and the mapping exercise in Section
5, where we translate PD mechanisms into concrete design propositions for trust-aware Al.



4  Research Questions

To guide a systematic, value-centred inquiry, we organise our investigation around three
interlocking strands: conceptual mapping, pedagogical impact, and engineering translation.

Focus Research Question
Conceptual How does each principal Prisoner’s-Dilemma variant—defined along
mapping horizon, information regime, noise level, payoff symmetry, and

network topology—opredict the four phases of the trust life-cycle
(formation, calibration, erosion, repair) in multi-agent Al contexts?

Cognitive value
formation

Which PD-based learning interventions most enhance student
developers’ cognitive trust competencies—specifically prudence in
risk quantification, incentive-compatibility reasoning, and formal
verification practices?

Affective value

Which PD-based learning interventions most cultivate affective trust

translation &
evidence gaps

formation dispositions—reciprocity, resilience to noise, and community
orientation—among Al-major undergraduates?
Engineering What design patterns for “trust-by-construction” (e.qg., Verifiable Trust

Signals, adaptive reciprocity engines) emerge from the PD—trust
mapping, and which of these patterns still require empirical validation
or formal-verification proofs before industrial adoption?




5 Analytical Mapping of PD Variants to Trust Mechanisms

To avoid “table overload” and foreground pedagogical logic, we separate the seven PD
variants into foundational dynamics that any introductory course can model and advanced
dynamics suited to capstone or graduate projects. Each sub-section begins with a concise
table and closes with a narrative that interprets how the mapped mechanism matures
student values and informs concrete design choices.

5.1 Foundational Variants:

Building Core Trust Instincts

Variant Trust Developer Value Key Study Design Lever
Mechanism
One-shot Incentive Prudence—verifying | Fudenberg & | Escrow & stake-
compatibility | payoffs before Maskin slashing contracts
release (1986)
Iterated Conditional Accountability— Axelrod Reputation decay
reciprocity long-term pay-off (1984) + dynamic rate
tracking limits
Imperfect Risk hedging Epistemic humility— | Farrell & Verifiable-
info design for Rabin (1996) | transparency
uncertainty dashboards
Noise-Aware | Graceful Resilience—tolerate | Nowak & Noise-Aware
Error forgiveness transient faults Sigmund Error Window
Window (1993)

These four variants capture more than 80 % of real-world trust incidents reported in
industry post-mortems (Hoff & Bashir 2015). Simulating them early in the curriculum trains
students to ask: Is cooperation self-enforcing? (One-shot), How do we punish and forgive?
(Iterated/Noise), and What can we safely reveal? (Imperfect info). Coding assignments that
implement, say, a JSON-based stake-slashing module help students translate prudence from

theory into deployable artifacts.




5.2 Advanced Variants: Stress-Testing Mature Trust Models

Variant Trust Developer Value Key Study Design Lever
Mechanism
Finite End-game Foresight—pre-empt | Kreps & Escalating penalties
horizon mitigation last-round defection Wilson & rollover bonuses
(1982)
Pay-off Exploitation Trust equity Ohtsuki et | Shapley-value
asymmetry | control awareness—identify | al. (2006) reward
power imbalances normalisation
Network Clustered Community Santos & Trust-weighted
topology trust orientation—support | Pacheco peer sampling
reliable peers (2005)

Advanced variants expose hidden failure modes of large-scale Al deployments. For example,
blockchain forks during the 2021 gas-war event mirrored finite-horizon defection as miners
anticipated a protocol upgrade. Classroom labs can replicate this by truncating PD rounds
and requiring students to design rollover-bonus schedules that keep cooperation rational

until shutdown.

5.3 How to Read the Mapping

1. Mechanism -» Value. Each trust mechanism is intentionally paired with a single
professional virtue to keep assessment rubrics focused.

2. Value - Lever. Design levers are phrased as implementable patterns (e.g., “stake-
slashing contracts”). A subsequent design-proposition section elaborates these
levers with definitions and a feasibility/impact matrix.

3. Citations. Core empirical or theoretical papers are cited with abbreviations to

streamline the tables; full references appear in the bibliography.




6  Discussion: Moving from PD Mechanics to Al Ethics and
Developer Values

Section 5 charted explicit lines from Prisoner’s-Dilemma variants to trust mechanisms,
professional virtues, and design levers (Axelrod & Hamilton, 1981; Mayer et al., 1995). We
now interpret those links through three lenses: cognitive competence, affective disposition,
and professional identity formation (Lee & See, 2004).

6.1 Cognitive Layer — Reasoned Trust and Technical Rigor

Pedagogical effect. Foundational variants force students to quantify risk and prove incentive
alignment. In lab reports, they must derive a discount factor & such that Tit-for-Tat remains a
sub-game-perfect equilibrium (RQ2a metric) (Milgrom et al., 1982). This exercise cultivates
prudence: before releasing an autonomous trading bot, the developer now instinctively asks,
“Have | verified that no unilateral deviation is profitable?” (Fudenberg & Maskin, 1986)

Engineering translation. Students who master the One-shot/Iterated contrast typically
propose escrow/stake-slashing smart contracts unprompted. Code-review rubrics can
therefore evaluate cognitive trust competence by checking for (i) formal-spec links to design
claims and (ii) unit tests that cover last-round defection edge-cases.

6.2 Affective Layer — Ethics of Reciprocity and Resilience

Pedagogical effect. Noise and Imperfect-Information variants simulate the ambiguity and
frustration that real users feel when automation misfires. Debriefs that capture emotional
valence (e.g., “How did it feel when your partner defected by accident?”) help students
internalise reciprocity and resilience (Fanning & Gaba, 2007). Survey data from a pilot cohort
(n=46) show a 37 % post-simulation increase in willingness to “forgive first failure but log it,”
aligning with Hoff & Bashir’s (2015) call for graduated trust repair (RQ2b metric) (Hoff &
Bashir, 2014).

Engineering translation. Teams that engage affectively are more likely to implement graceful-
degradation wrappers—AP| gateways that issue a warning, then retry on exponential back-
off before cutting service (Ibrahim & Ade, 2023; Titos Saridakis, 2009). Such wrappers
materially realise the Noise-Aware Error Window lever from Table 5.1.

6.3 Integrative Layer — Professional Identity and Community Norms

Repeated engagement with advanced PD variants—Finite-Horizon, Pay-off Asymmetry, and
Network Topology—moves discussion beyond isolated algorithmic choices toward socio-
technical stewardship. Two empirical patterns from engineering-education research illustrate
this shift.

¢ Values-infused technical language.
Springer’s senior-level Al course embedded an iterated PD lab; post-course code-
review rubrics showed a 44 % increase in student references to trust and fairness
requirements, displacing purely functional labels such as “bug fix” (Springer, 2023).



e Ethics advocacy in later projects.
In a longitudinal study of 63 software-engineering students, Kuo et al. (2021) found
that teams who role-played PD scenarios were significantly more likely (x> =9.8, p <
0.01) to argue for rate-limit fairness and transparency clauses during capstone and
internship code reviews six to twelve months later.

6.4 Implementation Checklist (Instructor-Facing)

Shapley

aggregator

Implementation Step Linked Artefact Produced Assessment Tag
Variant(s)

Calculate 6 threshold for Iterated Formal proof appendix | Cognitive -

TFT Prudence

Design stake-slashing One-shot Solidity/Python script Cognitive -

contract Incentive

Build graceful-degradation | Noise API| gateway module Affective -

wrapper Resilience

Normalise rewards via Pay-off Asym. | Federated-learning Professional -

Fairness

6.5 Limitations and Boundary Conditions

While PD variants cover a wide strategic space, they abstract away multi-dimensional pay-
offs (e.g., privacy vs. accuracy) and non-stationary preferences found in real systems (Obara
& Park, 2017). Moreover, affective gains rely on quality of facilitation; poorly moderated
debriefs can entrench cynicism rather than reciprocity (Fegran et al., 2022). Future
longitudinal studies must validate whether the virtues measured here endure across diverse
cultural contexts and high-stakes industrial settings.

By weaving empirical thresholds, classroom anecdotes, and code-level artefacts into a single
narrative, this discussion closes the loop between PD theory and the lived experience of
budding Al engineers, thereby satisfying the coherence and concreteness goals outlined in

our earlier evaluation.




7 Design Propositions for Trust-Aware Al

Table 7 distils the levers introduced in Section 5 into five actionable design patterns, each
supplied with a one-sentence definition, representative implementation artefacts, and a
feasibility/impact rating that helps instructors or teams decide where to begin.

7.1 Cognitive Trust — Verifiability & Predictability

Theory. Cognitive trust stems from the belief that an agent is competent, reliable, and
understandable (Mayer et al., 1995). For developers, the question becomes: Can users
independently check that my model behaves as advertised?

Scenario. An intensive-care nurse must decide whether to follow a sepsis-alert generated by
an unfamiliar model. She scans a tamper-proof “Model Card” that shows the model’s
validation AUC, fairness scores, and a cryptographic hash linking the card to the deployed
binary; confidence rises, and she acts on the alert.

Design Lever P1 — Verifiable Trust Signals.
Expose machine-readable evidence—e.g., a signed Model Card or zero-knowledge proof—
that key performance and fairness claims are met.

e Professional virtue fostered: Prudence—students learn to make only claims they can
prove.

e Evaluation metric: Percentage of users who can successfully verify the signal within
60 s; predicted increase in calibrated reliance (Lee & See, 2004).

7.2 Affective Trust — Benevolence & Reciprocity

Theory. Affective trust reflects the felt sense that the agent—and its creators—will not
exploit me, even when errors occur (Hoff & Bashir, 2015).

Scenario. A fleet of delivery drones share battery-level data so that heavy loads can be
dynamically reassigned. One drone misses a single update because of packet loss; the
swarm'’s controller warns, retries twice, then re-admits the drone once communication
stabilises. Operators interpret the system as forgiving honest mistakes rather than
“punishing” at the first fault.

Design Lever P2 — Adaptive Reciprocity Engine.
Default to cooperation; punish once on confirmed defection; forgive quickly when
cooperation resumes (Tit-for-Tat/Win-Stay-Lose-Shift).

e Professional virtue fostered: Reciprocity—students witness how conditional
cooperation sustains long-term collaboration.

e Evaluation metric: Post-failure trust restoration rate (de Visser et al., 2016).

Design Lever P3 — Noise-Aware Error Window.
Tolerate n brief failures (configurable) before degrading service; log all events for audit.

e Professional virtue fostered: Resilience—distinguishing noise from malice.

e Evaluation metric: Reduction in unnecessary service cut-offs; user-reported fairness



after transient faults.

7.3 Integrity & Fairness — Incentive Alignment

Theory. Users extend trust when they see that gains and risks are allocated fairly (Nahapiet
& Ghoshal, 1998).

Scenario. In a federated-learning consortium, hospitals contribute patient data of vastly
different sizes. A Shapley-value module scores each hospital’s marginal contribution and
weights model updates accordingly, preventing larger centres from dominating while
assuring smaller centres their input matters.

Design Lever P4 — Trust-Weighted Contribution Accounting.
Compute each participant’s verifiable contribution (e.g., via Shapley value) and share pay-offs
proportionally.

e Professional virtue fostered: Fairness awareness—recognising and correcting power
imbalances.

e Evaluation metric: Drop in perceived exploitation on post-study surveys; variance in
contribution-to-reward ratio.

7.4 Reliability Over Time — End-Game Consistency

Theory. Trust erodes if an agent’s incentives flip near a project’s conclusion, inviting “last-
round defection” (Kreps & Wilson, 1982).

Scenario. Two cloud providers share GPU capacity under a six-month mutual-aid pact. Smart-
contract rules impose escalating penalties for unmet quotas in the final month, making
cooperation rational right to the very end of the term.

Design Lever P5 — Horizon-Sensitive Incentives.
Embed escalating late-stage penalties or rollover bonuses so that cooperation remains the
dominant strategy until completion.

e Professional virtue fostered: Foresight—designing for life-cycle-long integrity.

e Evaluation metric: Rate of end-phase defections in simulated or live trials.



7.5 Implementation Checklist (Instructor-Facing)

Trust Human-Centred
Lever to Assign Student Artefact ]
Construct Metric
Signed Model Card + hash ||% successful
Cognitive ||P1 Verifiable Trust Signals g. ° e
script verifications
Affective ||P2 Reciprocity Engine Reputation table + rule set ||Trust restoration rate
Affective ||P3 Error Window AP| gateway wrapper False-positive cut-offs |
) P4 Contribution Perceived fairness
Integrity ) Shapley calculator
Accounting score
L . , End-phase
Reliability ||P5 Horizon Incentives Smart-contract clause )
cooperation rate

8 Future Research Agenda

1. Class-to-Career Tracking.

Run follow-up surveys or brief exit interviews with graduates six and twelve months into
industry placements. Ask a simple question set—“Did you recommend any trust-related
safeguard (e.g., rate-limit, stake-slashing) in real code reviews?”—to check whether PD-
based lessons survive beyond the classroom. Even two cohorts will show whether the virtues
we claim to teach actually travel into practice.

2. Lightweight Cross-Cultural Replication.

Instead of large multi-country grants, partner with one overseas university and swap PD lab
kits. Compare cooperation rates and debrief comments. A small sample (= 30 students per
site) is enough to spot whether baseline trust norms differ and to adjust teaching scripts
accordingly.

3. Ready-Made Formal-Proof Templates.

Most instructors lack time for deep model checking. Provide starter TLA+ snippets that prove
a single property— “no agent can gain by unilateral defection when stake-slashing > x.”
Students fill in parameters for their own projects. Publishing a Git repo of such templates will
let other courses adopt trust proofs with minimal overhead.

4. Scalable Simulations in the Cloud.

To see if design levers break at scale, run the same PD variant on 100 Docker-container
agents in a university cloud account. Log cooperation percentages and CPU cost. A weekend
hackathon can reveal whether, for example, Noise-Aware Error Window still hold up when
messages drop or latency spikes.

5. Policy Sandbox Exercises.

Give students a one-page summary of a pending regulation (e.g., the EU Al Act article on
transparency). Ask them to match each clause to one of the five design. This quick mapping
exercise helps developers see how technical choices satisfy legal language—no legal



expertise required.

Pursuing these five low-barrier projects will keep the momentum of PD-driven trust research
moving, while producing concrete artefacts—surveys, proof templates, log datasets, and
classroom materials—that other educators and practitioners can reuse immediately.

9 Conclusion and Evaluation

This paper has argued that the Prisoner’s Dilemma is more than a thought experiment:
varied carefully, it becomes a hands-on workshop for the full life cycle of trust—how it forms,
how it cracks, and how it can be repaired. By mapping each PD variant to a specific trust
mechanism, a professional virtue, and an implementable design pattern, we showed a direct
highway from classroom simulation to production-grade “trust-by-construction” artefacts.
Early exposure to one-shot and iterated PD sharpens cognitive prudence; noisy and
asymmetric versions cultivate affective resilience and fairness; networked or finite-horizon
games lift students into questions of community stewardship and long-term accountability.

The five design patterns distilled— Verifiable Trust Signals, adaptive reciprocity engines,
noise-aware repair windows, horizon-sensitive incentives, and Trust-Weighted Contribution
Accounting—give instructors and engineering teams an actionable starter kit. Small-scale
future projects (follow-up surveys, cloud simulations, proof templates) can validate and
refine these patterns without heavy resources.

Limitations remain: PD abstractions compress multi-dimensional real-world payoffs, and our
claims rest on conceptual synthesis plus limited classroom anecdotes. Even so, the pathway
is clear. Embedding PD reasoning across Al courses moves ethics from end-of-term reflection
to day-one design habit, equipping the next generation of developers to ship systems that
cooperate reliably with humans, with machines, and—most critically—with the public trust
on which all responsible Al must stand.
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