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Abstract 

As artificial intelligence (AI) tools such as large language models (LLMs) gain increasing 

prominence in engineering education, it is essential to equip students with the skills to use these 

tools responsibly and effectively. This paper presents a novel assignment designed for engineering 

leadership and project management students, where they utilize LLMs—such as ChatGPT, 

Microsoft Copilot, Google Gemini, and PMI Infinity—to solve scheduling problems, including 

Critical Path Method (CPM) and Program Evaluation and Review Technique (PERT). The 

assignment encourages students to critically evaluate and compare the output from different 

language models, providing a hands-on approach to understanding both the capabilities and 

limitations of AI in solving complex engineering tasks. In addition to generating solutions, students 

are tasked with identifying and refining prompts to improve the accuracy and usefulness of the AI 

outputs. The objective of this research is to assess the effectiveness of this assignment in enhancing 

students' critical thinking skills through the students’ feedback and fostering a deeper 

understanding of AI's role in project scheduling. Through the analysis of student performance and 

AI-generated solutions, this study evaluates the quality of scheduling problem-solving outcomes 

and offers practical guidelines for crafting more effective AI prompts. The findings suggest that 

this assignment not only improves students' ability to use AI tools responsibly but also helps them 

recognize and mitigate errors in both AI responses and human prompts. This paper contributes to 

the growing body of knowledge on integrating AI into engineering management education and 

provides actionable insights into how educators can leverage these technologies to improve 

learning outcomes in scheduling and project management courses.  
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Introduction 

Artificial Intelligence (AI) and Large Language Models (LLMs) have rapidly emerged as 

transformative tools across various disciplines, including engineering education. Tools such as 

ChatGPT, Google Gemini, Microsoft Copilot, and PMI Infinity are increasingly utilized by 

students for tasks ranging from basic problem-solving to advanced analytical computations. As 

these tools become integral to engineering practice, educators are faced with the dual challenge of 

preparing students to use these technologies responsibly and understanding the tools' limitations 

and capabilities. This paper focuses on evaluating the effectiveness of LLMs in solving complex 

project scheduling problems—specifically the Critical Path Method (CPM) and Program 

Evaluation Review Technique (PERT)—to address this pedagogical challenge. 



The increasing reliance on AI tools among students raises questions about their accuracy and 

potential to enhance learning outcomes. For instance, studies have demonstrated that while LLMs 

excel at automating repetitive tasks and providing structured outputs, they often exhibit limitations 

in handling complex and context-dependent tasks such as CPM and PERT calculations. According 

to Nenni et al. (2024), AI's ability to analyze large datasets and assess risks significantly enhances 

project management, yet challenges remain in its adaptability to nuanced scenarios [1]. Similarly, 

Taboada et al. (2023) highlighted application of AI on PMBOK’s eight performance domains, 

including planning and delivery, but emphasized the need for educators to ensure these tools are 

used to complement, not replace, human critical thinking [2]. 

 

Literature Review 

The integration of AI tools in engineering education has introduced new opportunities and 

challenges. As LLMs gain traction in classrooms, educators must focus on developing students' 

abilities to use these technologies effectively while maintaining rigorous critical thinking and 

analytical standards. Research highlights the importance of preparing future engineers to leverage 

AI tools not only for computational efficiency but also for informed decision-making and ethical 

considerations. 

In the context of project management, Taboada et al. (2023) provided a systematic review of AI 

applications, emphasizing the transformative role of AI in project management’s performance 

domains such as planning, delivery, and risk management. However, their findings also underscore 

the necessity for human oversight and the development of skills to critically assess AI-generated 

solutions [2]. For engineering educators, this highlights the need for pedagogical approaches that 

bridge the gap between technological capabilities and students' ability to validate those outputs. 

Nenni et al. (2024) stressed the role of AI in enhancing decision-making accuracy in project 

management. While this advancement is promising, traditional teaching methodologies often fall 

short in equipping students to understand the underlying assumptions and potential errors in AI-

generated analyses [1]. This gap calls for innovative teaching strategies that focus on critical 

evaluation and prompt refinement—skills essential for future engineers working with AI systems. 

Hsu et al. (2020) and Diao (2024) discussed the limitations of traditional project management 

methods in addressing complex, multi-stakeholder environments [3,4]. These limitations, coupled 

with the rise of AI tools like LLMs, present an opportunity for educators to reimagine curricula. 

Integrating AI into engineering education can foster interdisciplinary problem-solving skills, 

enabling students to navigate uncertainty and optimize outcomes effectively. 

The pedagogical use of AI tools is not without challenges. Abdallah et al. (2020) highlighted the 

potential of neural network models in improving scheduling accuracy but also note the importance 

of contextual understanding [5]. This is particularly relevant in educational settings where students 

must learn to balance computational outputs with real-world constraints. Similarly, Jiang et al. 

(2019) emphasized the need for teaching students how to assess the reliability of AI-generated 

predictions, particularly in high-stakes scenarios [6]. 



Feedback from students participating in this study reveals significant variability in their 

experiences with LLMs. For instance, while some students appreciated ChatGPT's ability to 

outline problem-solving steps, others noted inaccuracies in its outputs, such as incorrect critical 

paths in CPM problems. This variability underscores the importance of incorporating assignments 

that teach students to refine AI prompts, interpret results critically, and recognize limitations—a 

pedagogical gap this study aims to address. 

This research contributes to engineering education by proposing a structured approach to 

integrating LLMs into project management curricula. By focusing on prompt engineering, critical 

evaluation, and iterative problem-solving, the study seeks to prepare students to navigate the 

complexities of AI-assisted decision-making. These findings offer a framework for educators to 

enhance learning outcomes and foster a deeper understanding of AI's role in engineering 

management practice. 

 

Objectives of the Study 

This study aims to: 

1. Develop and evaluate pedagogical strategies that integrate LLMs into project 

management education. 

2. Teach students how to critically assess and refine AI-generated solutions, fostering 

analytical and decision-making skills. 

3. Examine the effectiveness of structured assignments in improving students' ability to use 

AI tools responsibly and effectively. 

By addressing these objectives, this paper contributes to the growing body of knowledge on 

integrating AI into engineering education, offering a roadmap for leveraging these technologies to 

improve learning outcomes. Ultimately, it seeks to empower educators to harness the potential of 

AI tools while equipping students with the skills to navigate a rapidly evolving technological 

landscape. 

 

Methodology 

This study employs a mixed-methods approach to evaluate the effectiveness of LLMs in 

engineering education, particularly in teaching project scheduling techniques such as CPM and 

PERT. The methodology is designed to align with the study’s objectives of developing 

pedagogical strategies and fostering critical evaluation skills in students. 

Study Context and Participants 

The research was conducted within a project management course offered to graduate engineering 

leadership and project management students. Participants included students with varying levels of 



familiarity with AI tools. The primary data sources consisted of student submissions for 

assignments and their qualitative feedback on the use of LLMs for solving CPM and PERT 

problems.  

Assignment Design 

Students were initially tasked with solving CPM and PERT problems manually to ensure they 

understood the underlying principles and methods. After grading, they were provided with the 

correct answers for reference. For this assignment, students were asked to revisit the same 

problems but approach them differently—by leveraging multiple Large Language Models (LLMs) 

to solve them. Specifically, they used ChatGPT, Microsoft Copilot, Google Gemini, and PMI 

Infinity. 

Students were provided with two pre-designed exercises and solutions: a CPM exercise that 

required drawing network diagrams, calculating early and late start/finish dates, determining the 

critical path, and assessing activity float (Critical Path Exercise #1) and a PERT exercise that 

included probabilistic analysis of project duration and probability of project completion (PERT 

Network Exercise #1). 

Students were instructed to: 

1. Input carefully designed prompts into their assigned LLM to generate solutions. 

o Example prompts included: 

▪ “Create a CPM network diagram and determine the critical path for the 

following project tasks: [insert task data].” 

▪ “Given the following project tasks with optimistic, most likely, and 

pessimistic times, create a PERT diagram and calculate the expected project 

duration: [insert task data].” 

2. Record and evaluate the outputs, including screenshots of network diagrams and other 

results. 

3. Compare the generated outputs with manually calculated results, focusing on accuracy and 

consistency. 

4. Refine their prompts iteratively to improve output quality and address discrepancies. 

5. Explore settings adjustments (e.g., modifying temperature for deterministic responses) to 

examine their impact on results. 



The following figure shows the CPM problem: 

 

The provided key of the CPM problem is as follows: 

The network diagram of the given activities is depicted in Figure 2: 

Critical Path Exercise #1 

Draw the network diagram for the following series of activities.  Calculate early and late start and 

finish dates for each activity.  Determine the critical path and total duration.  How much float is 

there for activities E, G, and D. 

 

Activity ID Preceding Activities Duration (weeks) 

A --- 3 

B --- 4 

C A 5 

D A 3 

E B 5 

F C 4 

G C 2 

H D, E 7 

I G, H 1 

J F, I 3 

 

Figure 1: CPM Problem Statement 



 

Figure 2: Manually Created Network Diagram for CPM Problem 

Total Duration: 20 weeks 

Critical Path: B-E-H-I-J 

Float:  E = 0 weeks, G = 6 weeks, D = 3 weeks 

The given PERT problem is represented in Figure 3: 
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PERT NETWORK EXERCISE #1 

Use the following network for a project.  All durations are in weeks. 

Instructions: 

1. Draw a network diagram representing the project. 

2. Determine the critical path and duration. 

3. Determine the duration for which we are 92% confident that the project will be completed. 

4. Determine the probability of completing the project in 15 weeks. 

Activity 

Preceding 

Activity 

Optimistic 

Duration 

Most 

Likely 

Duration 

Pessimistic 

Duration 

Expected 

Duration 

Std. 

Dev. Variance 

Total 

Float 

A - 1 2 3     

B A, E 1 3 11     

C A 5 6 7     

D B, C 1 3 5     

E - 7 7 7     

F E 1 2 3     

 
Figure 3: PERT Problem Statement 



The following Figure 4 and steps are the provided solution for the PERT problem: 

Developed network diagram using Expected Durations (O+4ML+P)/6 

 

Figure 4: Manually Created Network Diagram for PERT Problem 

Critical Path= E-B-D, Duration = 14 weeks 

Expected duration for 92% probability: 16.53 weeks 

Probability of completing the project in 15 weeks: 71.23% 

Data Collection 

Data for the study was collected from two primary sources: 

1. Student Submissions: These included screenshots of LLM outputs, manually calculated 

answers, and comparative analyses of the AI-generated and manual results. 

2. Student Feedback: Written reflections on their experiences with LLMs focused on 

accuracy, usability, and their impact on learning. 

Analysis Framework 

The analysis was structured around the following dimensions: 

• Accuracy of LLM Outputs: Submissions were reviewed to evaluate the correctness of 

network diagrams, critical paths, and project durations. 
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• Pedagogical Impact: Feedback was analyzed to assess how the assignment influenced 

students’ understanding of CPM and PERT techniques and their ability to critically 

evaluate AI-generated solutions. 

• Iterative Prompt Refinement: The study examined how students’ prompts evolved and 

how these changes impacted the quality of LLM outputs. 

 

Results 

Accuracy of LLM Outputs 

The evaluation of student submissions revealed significant variability in the accuracy of LLM 

outputs as shown in Table 1. While some tools, such as ChatGPT, were effective in outlining steps 

for CPM and PERT problem-solving, their performance in generating accurate network diagrams 

and identifying critical paths was inconsistent. For instance, ChatGPT correctly calculated project 

durations but failed to identify the correct critical path in several cases. Similarly, Google Gemini 

produced accurate durations but struggled with diagram clarity and critical path identification. 

Microsoft Copilot is the only LLM in this experience that generated correct answers for project 

duration, critical path and the floats of required activities. It also provided graphical representation 

for the network diagram; however, it was not clear enough to understand all the relationships 

among activities.  

Table 1: LLM Accuracy Results 

Problem ChatGPT4o MS Copilot  Google Gemini PMI Infinity 

CPM Problem 

Network 

Diagram 

No graphical 

representation, but 

correct steps 

Provided a 

graphical 

representation, but 

it is not clear 

enough  

Provided a 

vertical graphical 

representation, 

and it is not 

accurate 

Provided a 

vertical graphical 

representation 

with some wrong 

connections 

Total Duration Correct answer Correct answer Correct answer Correct answer 

Critical Path Wrong answer Correct answer Wrong answer Wrong answer 

Floats of 3 

activities 

Wrong answer Correct answer Wrong answer Correct answer 

PERT Problem 

Network 

Diagram 

One error in the 

network, missing one 

of the dependencies 

Provided a 

graphical 

representation, but 

it is hard to 

understand 

Provided a link to 

a generic “How 

to create a PERT 

diagram” website 

Provided a 

vertical graphical 

representation 

with some wrong 

connections 

Critical Path Wrong answer Wrong answer Wrong answer Correct answer 

Duration of 

92% 

Wrong answer Correct answer Wrong answer Wrong answer 

Probability of 

15 weeks 

Wrong answer Correct answer Wrong answer Correct answer 



Google Gemini showed notable promise in assisting with prompt refinement, but its accuracy in 

solving CPM and PERT problems was suboptimal. In one case, it provided incorrect calculations 

for expected project duration in PERT, despite correctly identifying the standard deviation and 

variance for individual tasks. PMI Infinity, on the other hand, excelled in generating detailed steps 

and calculation for the PERT problem, however there are deficiencies in the generated network 

diagram. Interestingly it identified a correct critical path in PERT problem, but returned a wrong 

path in CPM problem which highlights the inconsistency in the generated answers.. 

Sample screenshots of the student submissions are available in Appendix 1. 

Pedagogical Impact 

Students’ feedback highlighted the pedagogical value of the assignment. Many noted that the 

iterative nature of prompt refinement improved their understanding of CPM and PERT techniques. 

For example, one student reported that "adjusting the prompts helped clarify the steps involved in 

critical path calculations." However, some students expressed frustration with the tools’ 

limitations, such as incomplete diagrams and miscalculations, which they felt impeded their 

learning process. 

The assignment also fostered critical thinking by requiring students to compare LLM outputs with 

manual solutions. This comparison encouraged students to scrutinize the reliability of AI-

generated responses and develop strategies to address discrepancies. One student remarked, "The 

process of validating AI outputs against my own calculations made me more confident in 

identifying errors." 

Iterative Prompt Refinement 

The analysis revealed that iterative prompt refinement  impacted the quality of LLM outputs. 

Students who engaged in multiple iterations of refining their prompts reported higher satisfaction 

with the results. For example, one student found that rephrasing their initial query to include 

specific task durations and dependencies led to a more accurate network diagram. This finding 

underscores the importance of teaching prompt engineering as a critical skill in AI-assisted 

problem-solving. 

By focusing on these dimensions, the study demonstrates the potential of LLMs to enhance 

engineering education while highlighting the areas where these tools require further development 

to support student learning effectively. 

In continuation of this study, the author plans to add a new section to this assignment that explores 

the adjustment of LLM settings, such as temperature, and analyzes its impact. Temperature is a 

parameter that controls the randomness and creativity of the model's output. By adjusting the 

temperature, the results can be fine-tuned to balance creativity and precision based on the specific 

requirements of the task. 

 



Conclusion 

This study highlights the transformative potential of AI in engineering education while addressing 

the limitations and challenges of current tools. By integrating LLMs into the curriculum, educators 

can prepare students for a rapidly evolving technological landscape. The findings offer actionable 

recommendations for leveraging AI to enhance learning outcomes, ensuring that future engineers 

are well-equipped to harness these innovations responsibly and effectively. 

This research contributes to the body of knowledge in engineering education by demonstrating a 

structured approach to integrating AI tools into project management curricula. By focusing on 

iterative prompt refinement and comparative evaluation, the study provides a practical framework 

for teaching students how to critically assess and refine AI-generated solutions. The findings 

highlight the importance of equipping future engineers with the skills needed to navigate the 

complexities of AI-assisted decision-making, fostering both technical proficiency and critical 

thinking. 

The findings underscore the need for integrating AI tools into engineering education to bridge the 

gap between technical skills and critical evaluation. Educators can use the insights from this study 

to design assignments that foster active learning and problem-solving. The emphasis on prompt 

engineering and iterative refinement provides a model for developing transferable skills applicable 

across various engineering domains. 

Despite its contributions, the study has several limitations. The sample size was limited to a single 

course, which may restrict the generalizability of the findings. Additionally, the study relied on 

self-reported feedback and qualitative analysis, which may introduce bias. Finally, the scope was 

limited to four specific LLMs and focused solely on CPM and PERT problems, leaving other 

project management tools and methodologies unexplored. 

Future studies will expand the assignment to include other options such as setting adjustment to 

explore potential impacts in the results generated. Additionally, future work should explore the 

scalability of these findings across diverse engineering disciplines and larger sample sizes. 

Investigating the use of AI tools for other project management techniques, such as resource 

leveling or risk analysis, could provide additional insights. Moreover, examining the long-term 

impact of AI integration on students’ professional competencies would further validate the 

educational value of these tools. 
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Appendix 1 

The first 3 screenshots show examples of ChatGPT’s generated results for both CPM and PERT 

problems. 

 

Figure 5: ChatGPT's narrative to create network diagram 

 

 

Figure 6: Calculated expected duration and standard deviations by ChatGPT 

 



 

Figure 7: Provided Summary by ChatGPT for the PERT problem 

 

The next 3 figures are sample screenshots of the Microsoft Copilot results. 

 

Figure 8: Generated Network Diagram for CPM problem by Copilot 

 



 

Figure 9: Generated Results for PERT Problem by Copilot 

 

 

Figure 10: Provided Updated Results for PERT Problem after Changing the Prompt by Copilot 

 



The next four figures show some screenshots of Google Gemini generated results. 

 

Figure 11: Generated Network Diagram for CPM Problem by Gemini 

 

 

Figure 12: Generated Duration and Critical Path for CPM Problem by Gemini 



 

Figure 13: Provided Results for PERT Problem by Gemini 

 

 

Figure 14: Example Correction of the Generated Result by Gemini 

 

And finally, the following figures are sample screenshots of PMI Infinity. 

 



 

Figure15: Generated Network Diagram for CPM Problem by PMI Infinity 

 



 

Figure 16: Provided Answers to CPM Problem by PMI Infinity 

 

 

Figure 17: Provided Results for PERT Problem by PMI Infinity 

 



 

Figure 18: Generated Answers to PERT Problem by PMI Infinity 


