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Student Perspectives on the Benefits and Risks of AI in Education

Abstract
The use of chatbots equipped with artificial intelligence (AI) in educational settings has increased
in recent years, showing potential to support teaching and learning. However, the adoption of
these technologies has raised concerns about their impact on academic integrity, students’ ability
to problem-solve independently, and potential underlying biases. Although previous studies have
explored the benefits and risks of AI chatbots in education, this study specifically focuses on un-
derstanding students’ perspectives and experiences with these tools. For this purpose, a survey was
conducted at a large public university in the United States to understand students’ views on AI
chatbots in educational settings. A total of 262 responses were collected from undergraduate stu-
dents. Through thematic analysis, the students’ responses regarding their perceived benefits and
risks of AI chatbots in education were identified and categorized into themes.

The results reveal several benefits identified by the students, with feedback and study support,
instruction capabilities, and access to information being the most cited. The primary concerns in-
cluded risks to academic integrity, accuracy of information, loss of critical thinking skills, and the
potential development of overreliance. Additional concerns emerged regarding ethical considera-
tions such as data privacy, system bias, environmental impact, and preservation of human elements
in education.

While student perceptions align with previously discussed benefits of AI in education, they show
heightened concerns about distinguishing between human and AI-generated work, alongside ethi-
cal issues of data privacy, system bias, and environmental impact. The findings suggest important
considerations for implementing AI chatbots in educational settings. To address students’ concerns
regarding academic integrity and information reliability, institutions can establish clear policies re-
garding AI use and develop curriculum around AI literacy. With these in place, practitioners can
effectively develop and implement educational systems that leverage AI’s potential in areas such
as immediate feedback and personalized learning support. This approach can enhance the quality
of students’ educational experiences while preserving the integrity of the learning process with AI.

1 Introduction and Background
Artificial intelligence (AI) chatbots have emerged as a growing resource in educational settings.
Advances in large language models (LLMs) have enhanced AI chatbots’ ability to understand and
respond to academic queries, driving their increased adoption in educational settings and sparking
greater research interest. Open online models such as OpenAI’s ChatGPT [1], Google’s Gemini [2],
and Microsoft’s Copilot [3] have gained widespread student adoption due to their free access and
ease of use. This expansion has occurred amid varying acceptance [4–6] and trust [7] in digital
learning technologies across student populations through the COVID-19 pandemic and into the
present day. Approximately one-third (35.4%) of students reported regular usage of ChatGPT,
while 47% expressed concern about AI’s impact in education [8]. Additionally, 60% reported that
their instructors or schools had not yet provided guidelines for ethical or responsible AI tool use [8].



As students increasingly use available online AI assistants, researchers have concurrently devel-
oped specialized educational AI tools designed specifically for learning environments. These in-
clude ‘Jill Watson,’ a chatbot designed to support student learning as a virtual teaching assistant
implemented in classrooms at Georgia Tech [9], ‘Anne G. Neering,’ a chatbot designed to moti-
vate and engage students in engineering classrooms [10], and ‘GPTeach,’ a chat-based tool that
acts as a student to help train novice teaching assistants [11]. There have been additional use cases
for AI chatbots, and their underlying LLMs, highlighted in prior research specific to engineer-
ing education - assisting students in producing engineering spreadsheets in an advanced structural
steel design course [12], generating feedback to students’ written code in an introductory engi-
neering courses [13, 14], and generating recommendations toward problem-solving in capstone
courses [15]. While the mentioned studies highlight how AI can be beneficial to students, this
technology also presents challenges that need to be addressed for successful implementation. The
following sections explore previously reported benefits and risks of AI in education.

1.1 Benefits of AI Chatbots in Education
Benefits of AI chatbots in educational settings extend to both students and educators. These sys-
tems can support learning by providing detailed explanations of concepts through intelligent tu-
toring support [16–21]. Beyond explanations, they can offer immediate feedback on students’
work, allowing for more rapid improvement and iterative learning [13, 15, 17–22]. These systems
have demonstrated their potential to support personalized learning, adapting to individual student
needs [13,15–18,21,23–25]. Personalization naturally fosters higher levels of student engagement,
found to be another benefit of these systems [10, 13, 18, 21, 23, 26]. Studies have also highlighted
AI’s potential to stimulate creativity through idea generation [17, 20, 22, 27], bridge language bar-
riers via content translation for multilingual learners [15, 20], and democratize education by pro-
viding continuous access to educational support and resources regardless of time or geographical
constraints [15, 18, 21, 22, 25].

Beyond student support, AI chatbots demonstrate potential for enhancing teaching efficiency through
the automation of routine tasks and administrative responsibilities [16, 18, 20, 24–28]. This may
enable educators to focus less on menial tasks, and more on student-instructor interactions. For ex-
ample, AI chatbots’ capability to generate text can enable human-in-the-loop systems [27], where
instructors provide prompts to generate initial feedback that they can then customize for their stu-
dents. This approach allows teachers to provide meaningful feedback while conserving their time
and energy [27]. Benefits to instructors additionally extend to support with educational content
creation [27,28], learning analytics to supervise large classrooms [22], and automated grading and
assessment [15, 16, 18, 19, 27].

1.2 Risks of AI Chatbots in Education
Besides their promise, implementing AI chatbots in educational settings requires careful con-
sideration of several risks. For students, academic integrity has been raised as a primary con-
cern, with studies highlighting risks intentional and unintentional plagiarism [17, 20, 22, 29, 30].
These tools may inadvertently undermine students’ critical thinking development and academic
agency [22, 24], potentially fostering an unhealthy overreliance on automated assistance [17, 30].
The quality of interaction itself presents additional challenges, as emotionally-inconsiderate ex-
changes can diminish student engagement [24,25], while the reduction of peer-to-peer and student-



instructor interactions threatens to eliminate meaningful learning relationships [15, 20, 25]. Fur-
thermore, current AI systems’ demonstrate a limited understanding of nuanced individual learning
needs and educational contexts [15], potentially resulting in standardized experiences that contra-
dict the promise of personalization.

Educators face their own set of implementation and oversight challenges when integrating AI sys-
tems into teaching practices. Varying levels of AI literacy [16, 22, 24], among both students and
instructors, creates barriers to effective human-AI collaboration. Meanwhile, instructors shoulder
the burden of verifying information accuracy [7, 24, 27, 31, 32] and addressing potential biases in
AI-generated content [15,17,27], complicated by the inherent lack of transparency in AI decision-
making processes [7, 18, 24, 33, 34]. Additional practical challenges add to these concerns, includ-
ing managing of data privacy and security [7,15–18,20,24,27,31,32,34], maintaining supervision
of student-AI interactions [16, 18, 25], securing adequate technical infrastructure required for AI
use [16, 18, 25], and ensuring the sustainability of these practices [17].

1.3 Research Questions
Despite the range of benefits and risks identified in prior work, there remains limited understanding
of how students themselves view and experience these technologies in their learning. To address
this gap, this study specifically analyzes student perspectives on the benefits and risks of AI chatbot
usage in educational settings. Our research questions are:

• RQ1: What do students perceive as the benefits of using AI chatbots in educational set-
tings?

• RQ2: What do students perceive as the risks of using AI chatbots in educational settings?

2 Methodology
2.1 Procedure
To answer these research questions, an online survey was conducted using Qualtrics software dur-
ing the Fall 2024 academic semester, yielding 388 responses. The 388 responses were filtered to
include only complete submissions from undergraduate students who addressed both open-ended
questions, which resulted in a final sample of 262 participants. The survey structure began with
demographic questions and items related to students’ prior AI usage to characterize the participant
sample. Participants were then provided with a clear definition of AI chatbots through an intro-
ductory video to ensure a common understanding of the technology being discussed. Finally, two
open-ended questions were asked: “If any, what do you see as the key benefits or opportunities
for using AI chatbots in educational settings?” and “If any, what do you see as the main risks
or concerns around using AI chatbots in educational settings?” Following these sections, the sur-
vey contained additional questions that addressed separate research objectives not covered in the
current study.

2.2 Participants
Participants for this study were recruited from undergraduate classrooms at the University of
Florida through researcher contacts. Of the 262 participants, 129 (49.2%) were male, 122 (46.6%)



Figure 1: Six-phase Thematic Analysis

were female, with the remaining 11 (4.2%) choosing not to disclose or self-describing gender.
62.9% identified as White, 27.4% as Hispanic or Latino/a, 15.1% as Asian, 8.5% as Black, 4.2%
as Middle Eastern or North African, 2.3% preferred not to disclose, and 0.8% as Pacific Islander.
Regarding prior experience with AI chatbots, 90.4% of participants indicated they had previously
used AI chatbots (with 66.0% expressing strong familiarity and 24.4% reporting moderate famil-
iarity), while 3.4% were neutral, and 6.1% reported little to no prior experience. For frequency of
AI chatbot use, 64.5% used chatbots at least once a week (with 15.6% using them daily, 28.6% us-
ing them 3-5 times a week, and 20.2% using them once a week), 29.8% used them less frequently
(13.7% using them 2-3 times a month and 16.0% using them once a month or less), and only 5.7%
did not use AI chatbots at all. This indicates a significantly higher amount of students using AI
than previously reported. All participation was voluntary, and the study received exempt approval
from the University of Florida’s Institutional Review Board.

2.3 Analysis
The two open-ended questions about benefits and risks generated a total of 745 distinct statements
from the 262 participants, with most respondents providing multiple points in their answers. We
analyzed these statements using Braun and Clarke’s [35] six-phase thematic analysis framework:
familiarization with data, generating initial codes, searching for themes, reviewing themes, defin-
ing and naming themes, and producing the report. Two researchers independently reviewed all
responses multiple times to ensure thorough familiarization before inductively generating initial
codes, allowing themes to emerge organically from the data rather than fitting responses into pre-
determined categories. Throughout the process, the researchers met regularly to discuss and refine
the analysis, collaborating to define and consolidate themes. Any discrepancies in coding or theme
identification were resolved through discussion until consensus was reached. Final themes were
then carefully reviewed against the original data to ensure accurate representation of participant
perspectives. Figure 1 illustrates the complete thematic analysis procedure.

3 Results
Our thematic analysis of responses from 262 undergraduate participants yielded 745 distinct state-
ments about AI chatbots in educational settings. The following sections present the themes from
our analysis of perceived benefits and risks, which are summarized in Tables 1 and 2 respectively.



Table 1: Perceived Benefits of AI Chatbots in Educational Settings

Theme Number of Statements Percent of Total Example Quote
Feedback & Study
Support

92 23% “AI chatbots have the oppor-
tunity to create questions for
you to test your knowledge in
a variety of stem subjects.”

Instruction 89 22.25% “Chatbots can be great teach-
ers on concepts that were not
gone in depth about in class
or the student needs more ex-
planation to grasp the topic.”

Access to Informa-
tion

85 21.25% “Access and Availability are
two key benefits. These sys-
tems can operate and be ac-
cessible around the clock and
at any location that is acces-
sible to the web (including a
portable smart device)”

Productivity 57 14.25% “Save time and save a lot of
unneeded tedious work.”

Creative Support 42 10.50% “It provides a starting point
for thought/creative pro-
cesses, which can be used
by students to further their
research.”

No Benefit 22 5.50% “No benefits for AI in educa-
tional settings.”

Other 13 3.25% –

3.1 RQ1: Perceived Benefits of AI chatbots
In response to the question ”If any, what do you see as the key benefits or opportunities for using
AI chatbots in educational settings?” five themes emerged from participant responses, with 5.5%
of students perceiving no benefits. These themes are summarized in Table 1 and explored in detail
below.

3.1.1 Feedback and Study Support

Participants most frequently identified AI’s ability to provide feedback and study support as a
benefit. There were 92 statements relating to this theme, 23% of the total. Students noted that AI
chatbots are “great for creating study guides, practice tests, organizing notes, and even breaking
complicated concepts down to barebones for better understanding.” The technology’s ability to
”help clear up misunderstandings or detect errors in content provided by students” was valued,



as was its capacity to generate ”infinite amounts of practice problems” to assist in preparing for
quizzes and exams. Beyond content mastery, participants appreciated AI’s writing assistance fea-
tures, which enable students to ”double check grammar,” ”proofread their work,” and otherwise
assist in the “editing process.”

3.1.2 Instruction

The ability of AI chatbots to function as personalized instructors emerged as the second most
prominent theme, with 89 statements, 22.25% of the total. Respondents noted that AIs can “teach
you things you are struggling with” by “help[ing] with questions and [elaborating] on problems.”
Respondents also stated that AI could provide “personalized responses to specific questions” and
“customized explanation[s] of complex topics,” helping them understand information by summa-
rizing key topics, explaining information in different ways, demonstrating “step by step walk-
throughs for challenging problems,” or otherwise providing additional context and definitions of
terms. One respondent stated that they sometimes use AI to “understand a difficult phrase by past-
ing it into the chatbot and asking it to explain it more clearly.” Respondents also noted the benefit
of AI chatbots as a “24/7 teacher” and “free tutor” for students, allowing them “quick tutoring
opportunities” to ask questions if there was not enough time in class or office hours, or if “a human
teacher is not available.” AI also has the capacity for “virtually unlimited follow up” questions.

3.1.3 Access to Information

Easy and efficient access to information constituted the third major benefit category, identified in
85 statements, or 21.25% of the total. Within this theme, participants emphasized how AI chatbots
provide rapid, reliable pathways to knowledge by ”[helping] understand key objectives [by] sum-
marizing topics,” and directing users to relevant ”sources/articles for research.” The technology’s
ability to offer ”clarification” on challenging concepts by ”articulat[ing] it in a way that is easy
to understand” was frequently mentioned, along with practical applications like quickly retrieving
”formulas in Excel that [are not] committed to memory.” As one respondent stated, a primary ad-
vantage of AI “include[s] getting an answer about a topic right away.” Another respondent further
described AI chatbots as ”ultimately [a] helpful tool for educational purposes. You have examples
at your fingertips to do possibly anything.”

3.1.4 Productivity

Efficiency and productivity gains emerged as a benefit in 57 statements, accounting for 14.25% of
the total. Respondents noted that using AI can “[save] time and energy” and “accelerate menial,
administrative tasks.” While researching, AI increases students’ efficiency by “break[ing] down
texts much quicker” and “condens[ing] sources into short responses.” One respondent noted that
“it simplifies lessons, readings, and is easier and faster to use when it comes to research.” The tech-
nology’s ability to provide targeted information was highlighted in observations that AI eliminates
”scrounging on Google to find a good explanation for a question...you get a direct response to your
niche question.” Beyond student applications, participants recognized potential faculty benefits,
noting that AI can assist in developing ”assignment description[s] or...lesson plan[s]” and ”help
teachers generate homework and streamline the process of grading,” allowing educators to ”spend
more of their time focused on the students.”



3.1.5 Creative Support

AI’s utility as an ideation tool and starting point generator was identified in 42 responses (10.50%
total). Participants valued how AI chatbots help students ”get an idea as to how to start a certain
problem...when they have no idea,” facilitating the initial organization of thoughts and ”workshop-
ping ideas and wording” across academic tasks. This benefit extends beyond perfect solutions, as
one respondent noted that ”even if [the AI chatbot] is wrong, it can usually give you some sort of
boost towards the correct answer or at least explain the problem well.” In writing contexts specif-
ically, participants appreciated AI’s ability to ”[make] it easy to gather ideas and brainstorm for a
paper” and ”write up ideas or outlines,” providing scaffolding for the creative process.

3.1.6 No Benefit and Other

Finally, 22 statements, accounting for 5.50% of the total, explicitly stated they saw no educational
benefits to AI chatbot implementation. These responses represent an important counterbalance to
the enthusiasm expressed in other themes, suggesting that despite the range of potential applica-
tions identified by most participants, a segment of the student population remains unconvinced of
AI’s educational value. The remaining 13 statements, or 3.25% of the total, were coded as Other.
These contained statements that were either too vague, incomplete, or general to categorize within
the established themes. These included ambiguous statements like ”easier school life,” incomplete
thoughts, or minimal acknowledgments such as ”yes,” ”some,” or ”can help you.”

3.2 RQ2: Perceived Risks of AI Chatbots
In response to the question ”If any, what do you see as the main risks or concerns around using AI
chatbots in educational settings?” seven distinct themes emerged from participant responses. These
themes covered academic integrity concerns, information accuracy issues, potential skill degrada-
tion, potential overreliance, ethical considerations, and human connection losses. The following
sections explore each theme in detail, as summarized in Table 2.

3.2.1 Academic Integrity

The largest category of statements included those concerned about academic integrity when us-
ing AI in educational settings. 97 statements were coded in this category, 28.12% of the total.
Specifically, respondents noted plagiarism and cheating as primary concerns. Typifying statements
coded as academic integrity concerns, one respondent stated that, “students might use AI chatbots
to generate fully formed essays or assignments,” which “is a serious risk.” The specific practice of
students who ”copy and paste writing assignments from AI chatbots like Chat GPT and hand it in
as their own original work” was repeatedly highlighted as problematic. Many participants framed
these behaviors within ethical and institutional contexts, noting that such actions ”are not only in
violation of the school’s honor code, but also unethical and unfair to their peers.” Interestingly, a
counterbalancing concern also emerged—that legitimate student work might be incorrectly flagged
as AI-generated, with one participant noting they had ”already seen...peers...who do produce work
that is entirely their own being falsely accused of submitting AI generated work.”



Table 2: Perceived Risks of AI Chatbots in Educational Settings

Theme Number of Statements Percent of Total Example Quote
Academic Integrity 97 28.12% “Plagiarism – some students

copy and paste writing as-
signments from AI chatbots
like Chat GPT and hand it in
as their own original work.”

Accuracy of Infor-
mation

91 26.38% “Could provide incorrect or
misconstrued information/-
data on a given topic.”

Loss of Critical
Thinking

67 19.42% “It can lead to students not
actually taking the time to
learn certain subjects, instead
using the AI chatbots to pro-
vide them with the answers
they need.”

Overreliance 29 8.41% “Overreliance and trusting
answers without question.”

Ethical Concern 23 6.67% “AI chatbots aren’t perfect
and oftentimes can get even
the most simple information
incorrect. There are times
where chatbots have been
trained on improper data
causing numerous such er-
rors.”

Human Element 18 5.22% “They promote unoriginal
ideas and a lack of creativ-
ity.”

No Risk 17 4.93% “I don’t see any risk.”
Other 3 0.87% –

3.2.2 Accuracy of Information

Information reliability constituted the second most significant concern. 91 statements were coded
in this category, 26.38% of the total. Participants expressed wariness about misinformation, hallu-
cinated data, and the absence of source citations in AI responses. One respondent stated that their
main concern was “the chatbot giving incorrect and fabricated information. If a student were to
use one, and were given false information, they would not know it was false unless they put in
the effort to cross reference it.” This reflects anxiety not only about AI-generated inaccuracies but
also about students’ potential failure to verify such information, even if they are aware of the sys-
tems not being fully reliable. One respondent noted that AI chatbots “do not always give accurate



information as they are not ”aware” of what they are discussing. They are simply giving the best
response to a series of words.” Despite being aware of this, many respondents were concerned that
students might be misled by inaccurate responses.

3.2.3 Loss of Critical Thinking

Another major concern for respondents was students’ loss of critical thinking skills when using
AI chatbots. This theme was found in 67 statements, 19.42% of the total. Many respondents noted
concerns of students’ no longer putting effort into properly learning information or completing
assignments, simply having AI generate a response for them. Respondents specifically noted that
students might use conversation AI to “avoid learning material” by asking chatbots for answers
“just . . . to complete an assignment, not to learn,” and “it is very easy for students to easily find
the answers without needing to actually understand the content.” One respondent even noted that
“students can pass hard courses [by] putting minimal effort and . . . using various AI tools. The
student will not gain knowledge but will only cheat themselves.”

Beyond general learning concerns, participants identified specific cognitive and communication
skills at risk, noting that AI dependence ”can lead to students not actually taking the time to learn
certain subjects” and might ”discourage independent thinking or research.” Writing skill develop-
ment received attention, with concerns that ”students might not develop good writing skills” or
could lose the ability ”to write independently.” The worry centered on ”students using chatbots to
avoid thinking, or putting effort into their assignments.”

This category of statements has a natural relation to academic integrity, with some respondents
stating that, “students may use chatbots as a way of cheating rather than actually learning the
material,” and that “students could just copy and paste responses straight from [the AI] so they did
[not] learn anything about the particular prompt.

3.2.4 Overreliance

Closely related to critical thinking concerns, yet distinct in its emphasis on dependency formation
rather than skill erosion, overreliance on AI systems emerged in 29 statements (8.41% of total).
Several respondents stated their concern that students might use AI “as a crutch, and lose the abil-
ity to fully think for” themselves, or simply that “students may not think for themselves and rely
on AI.” The potential for developing unhealthy solution patterns was noted, with one participant
worried about students becoming ”[dependent] on AI chatbots to walk them through problems.”
Beyond cognitive impacts, participants identified potential character development issues, suggest-
ing AI tools could ”encourage laziness,” leading to students becoming ”over reliant” and ”trusting
[provided] answers without question.”

3.2.5 Ethical Concerns

Broader ethical considerations beyond academic integrity appeared in 23 statements (6.67% of
total), spanning algorithmic bias, labor market disruption, environmental impact, data privacy, and
students’ mental health. Algorithmic bias received the most attention, with participants expressing
anxiety about ”AI chatbots giving biased...information” due to having ”been trained on improper
data” or providing ”limited information based on company beliefs.”



Data ethics formed another significant subset, with participants questioning information gover-
nance practices: ”it is not always known what the companies that run these will do with a user’s
data, where those companies got their training data and if they should have the rights to them, and
how that data could possibly be misused.” Environmental sustainability was referenced by multi-
ple participants, with specific mention of energy consumption implications. Mental health impacts
were also noted, with one participant expressing concern that ”users with mental health concerns
may initiate off-topic emotional conversations that the chatbot is not prepared to answer, which
can result in harm.”

3.2.6 Human Element

Concerns about diminished human presence and authentic expression in educational processes
appeared in 18 statements, 5.22% of the total. While some respondents were concerned simply
about “inauthentic work” or “a lack of personality,” others noted that, “especially in research papers
or other pieces of literature, we lose a sense of humanity and reality in our writings when we use
AI.” One respondent noted a concern that “if using an AI chatbot for more than just outlining
writing, it is very clear that the writing is AI and is taking away the opportunity for students to
learn how to read critically, write eloquently, and grow a voice in the style of their writing.” Others
were concerned about students losing the ability to be creative, original, and authentic if using
AI chatbots. Standardization of expression was also flagged as problematic, with concerns that
students might ”start having robot-like responses [and] nothing will be thought of organically” or
that AI ”could cause hundreds of kids to have the same written answer.”

Another concern respondents had was a lack of human interactions in learning, with participants
troubled by AI ”removing the human element of transfer of knowledge” and creating learning ex-
periences that ”deviate from student-teach[er] interaction[s] and meaningful connections, [leading
to a] less personalized education.” Quality concerns were apparent in observations that AI provides
”lower quality of information and feedback as compared to human teachers.” Some participants ex-
pressed anxiety about job displacement, noting that AI adoption ”could result in less availability
of human teachers.” The limitations of AI communication were also emphasized: ”[AI chatbots]
are [not] as reliable as a human and can provide bad information. They also are [not] as flexible as
a human (communication wise).”

3.2.7 No Risk and Other

Finally, 17 statements, 4.93% of the total, responded as seeing no risk in students’ use of AI
in educational settings. The remaining three statements (0.87% of total) contained content that
was either incomplete, unclear (such as the response ”unbalance”), or too general to categorize
meaningfully, with responses limited to single affirmations like ”yes.”

4 Discussion
This study investigated student perspectives on AI chatbots in educational settings, addressing a
gap in the literature where student voices have been underrepresented. Through a conducted survey
and thematic analysis of 745 statements from 262 participants, we identified several themes relating
to students’ perceived benefits and risks of AI in education.



The most frequent benefit reported by students was feedback and study support. Students high-
lighted different ways AI supports their learning through its ability to provide immediate feed-
back. Identified use cases varied, from assistance with practice problems, to creating study guides,
to proofreading and detecting errors in students’ work. From a student perspective, this repre-
sents a direct and practical impact on their learning process, with students finding different ways
to leverage available AI chatbots for study support, aligning with prior research on the benefits
of immediate feedback and personalized learning support [13, 15, 17–22]. The second most fre-
quently stated benefit related to AI’s potential capability to instruct. Unlike the feedback and study
support theme where AI helps review or practice existing knowledge, students emphasized AI’s
ability to teach new content and explain unfamiliar concepts. Students valued that AI could “teach
you things you are struggling with,” which from a student perspective moved AI beyond a study
aid to functioning as an instructor or teaching assistant. This capability was valued during times
when traditional academic support wasn’t available, with AI serving as a “24/7 teacher” that could
provide “quick tutoring opportunities,” aligning with prior research that highlighted the capability
for AI chatbots to provide tutoring support to students [16–21]. Information accessibility emerged
as the third most prominent benefit, with students valuing AI’s ability to provide ”an answer about
a topic right away” and access to information ”around the clock and at any location.” This ap-
preciation for continuous information access aligns with existing literature [15, 18, 21, 22, 25] and
represents another direct benefit for students. While prior research emphasized potential benefits
for instructor and administrative tasks [16, 18, 20, 24–28], students focused primarily on benefits
directly impacting their own learning experiences, including support to productivity and creativity.
Consideration should also be had for the approximate 5.5% of students who wrote against the use
of AI in educational settings.

The largest concern students identified with using AI chatbots in education was academic in-
tegrity. The emphasis on academic integrity aligns with prior studies [17, 20, 22, 29, 30] that iden-
tified plagiarism concerns. However, students worry not only about intentional cheating but also
about their legitimate work being mistakenly flagged as AI-generated, presenting a more com-
plex challenge for instructors. The second most cited concern was accuracy of information. Un-
like academic integrity, where the focus was on misuse, students emphasized concerns over the
reliability of AI-generated information and assistance, aligning with concerns found in previous
research [7, 24, 27, 31, 32]. Students worried about “the chatbot giving incorrect and fabricated
information,” and that without proper verification, students “would not know it was false unless
they put in the effort to cross reference it.” The third most cited concern was loss of critical think-
ing skills. Students worried about peers “avoiding learning material” by relying too heavily on AI,
with which students might “pass hard courses [by] putting minimal effort” while not gaining actual
knowledge. The concerns about skill degradation and overreliance align with and extend prior re-
search [17,22,24,30], as students specifically responded with concerns to their diminishing ability
to write and think independently.

The findings suggest many important considerations for implementing AI chatbots in educational
settings. Educational institutions should establish clear policies addressing both ethical use and
academic integrity concerns. These policies should include detailed guidelines for acceptable AI
use across different academic contexts, from topic exploration to draft feedback, while addressing
both plagiarism prevention and legitimate work authentication. Second, institutions should de-



velop curriculum focused on teach students how to leverage AI tools effectively while maintaining
their independence and critical thinking skills. This includes training on verifying AI-generated
information, understanding AI’s limitations, and using AI as a learning enhancement rather than
a replacement for critical thinking. Third, institutions should proactively address emerging ethical
challenges through data privacy measures, ensuring equitable access to AI tools, bias monitor-
ing and mitigation strategies, and consideration of the environmental impacts associated with AI
integration in educational contexts.

4.1 Limitations and Future Work
While several insights are provided into student perspectives on AI chatbots in education, the limi-
tations of this study suggest directions for future research. This study focused on undergraduate stu-
dents at a limited number of institutions. Future studies could assess perspectives across different
types of institutions, academic levels, and geographical regions to develop a more comprehensive
understanding of student perspectives. Second, while this study found student concerns relating to
potential loss of critical thinking skills and overreliance, understanding the long-term impacts of
AI chatbots on learning outcomes requires additional research. Future studies could examine how
different patterns of AI chatbot usage affect student performance, skill development, and learning
retention. Third, attitudes toward AI chatbots captured in this study represent a snapshop during
a period of rapid technological advancement and shifing social acceptance of AI. Future longitu-
dinal studies can examine how student perceptions change alongside technological advancements,
changing institutional policies, and broader societal discourse around AI in education. Such re-
search could help identify whether concerns about academic integrity and information accuracy
persist as technologies mature and institutional policies adapt.

5 Conclusion
The increasing usage and development of AI chatbots in educational settings presents new benefits
and risks for students and educators alike. While prior research has examined various aspects
of opportunities and concerns relating to AI in education, there remained limited understanding
of how students themselves view and experience these technologies. This study addressed this
gap through a conducted survey and following thematic analysis (n=262) to understand student
perspectives on the benefits and risks of AI chatbots in higher education.

The findings demonstrate alignment between student perspectives and prior research demonstrat-
ing potential the benefits of AI in education. Students valued the feedback and study support, in-
struction capabilities, increased access to information, increased productivity, increased creativity
offered by AI chatbots.They specifically appreciated immediate assistance when instructors were
unavailable, help with organizing tasks and brainstorming ideas, and clear explanations of complex
topics. However, students also expressed concerns that both paralleled and expanded upon previ-
ous research. Academic integrity concerns extended beyond plagiarism to include worries about
legitimate work being misidentified as AI-generated. Concerns additionally related to the accuracy
and reliability of information, the loss of critical thinking and writing skills, a the potential devel-
opment of overreliance. Students additionally raised ethical considerations regarding data privacy,
system bias, environmental impact, and the preservation of human elements in education.

The successful implementation of AI chatbots in education requires careful consideration of both



benefits and risks. By addressing student concerns, institutions and instructors can leverage AI
towards areas such as immediate feedback and learning support. In the process, educational in-
stitutions should establish clear policies regarding AI use, develop curriculum that teaches skills
necessary for effective AI use and critical thinking, and proactively address emerging ethical chal-
lenges including data privacy, system bias, and environmental impacts. This approach can enhance
the quality of students’ educational experiences while preserving the integrity of the learning pro-
cess with AI.
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