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Generative AI as a Tool for Effective Problem Generation in Engineering 

Abstract  

The generation of engineering problems is an essential step in an effective problem-solving 

process. However, interpreting it is difficult due to differences in individuals’ knowledge and 

expertise. A poor approach to problem generation may lead to an ambiguous or incorrect 

problem solution. Despite its significance in pedagogy, redefining engineering problems is often 

overlooked particularly, in the context of traditional engineering textbook-based problems, which 

are well-defined but lack the complexity of real-world problems. This gap restricts students’ 

experience to the uncertainty and complexity present in real-world engineering problems. This 

study uncovers the potential of using generative AI to redefine engineering problems and 

overcome their limitations. Chat-GPT, a user-friendly generative AI, is utilized as a problem-

generation tool. The study hypothesizes that by integrating AI-generated problems with 

conventional settings, students will gain a deeper understanding of engineering content and 

improve their performance. It adopts a mixed-method approach with 14 participants to 

investigate this hypothesis. Students' performance is evaluated using structured analytical rubrics 

with a deductive coding scheme. The study identifies problem-processing elements, error 

execution, and solution accuracy as the major experiences of students. Ultimately, the study 

concludes that there are significant impacts of the generation of problems on student 

performance compared with conventional textbook problems. The insights of this research offer 

valuable guidance for redefining traditional engineering problems. 

Keywords: Engineering Problem generation, Generative AI, Student Performance, Engineering 

Education 

1. Introduction 

Engineering problems are a fundamental element of formal education pedagogy. Traditional 

engineering problems are formed by acquired knowledge and experience. The process of 

problem formation serves as an essential phase in problem-solving that could directly impact the 

outcome [1], [2], [3]. A deficient problem-generation approach can lead to hindrances in 

applying earned knowledge which causes unclear or incomplete problem-solving [4]. Moreover, 

engineering courses feature well-defined homework problems from traditional textbooks, which 

differ from the complex challenges encountered in the workplace. Research suggests that 

aligning academic problems with real-world scenarios is beneficial [5], [6]. However, the 

process of developing engineering problems that bridge this gap remains underexplored. To 

overcome pedagogical limitations, generative AI could be used to develop engineering problem 

generation. Prior research on Gen-AI focused mostly on its solution-producing capabilities [7], 

[8] and imitating human intelligence [9], [10].With these studies, generative AI has proved to be 

an educational tool that functions as a peer as a guide, and as an expert for students in their 

learning process.  

This research aims to redefine the creation of engineering problems by utilizing generative AI, 

particularly ChatGPT. The study assesses student performance by conducting a mixed-method 

approach that combines both quantitative and qualitative analyses. By adopting a novel approach 

for creating engineering problems beyond traditional textbook problems, we explore a way to 

improve student learning outcomes and enhance the essence of engineering education. 



This research specifically addresses a major research question illustrated in Figure 1: 

Figure 1: Assessment of Research Question 

 

2. Background 

2.1. Pedagogy of Engineering Problem 

Several recent studies focused on reshaping the engineering curriculum, engaging students from 

their freshman year in recognizing and solving engineering problems [11].  Well-structured 

problems are traditionally studied with effective communication of problems as an essential 

component [12]. The shift towards hands-on and outcomes-based education sheds light on gaps 

in addressing problem types in curricula. Professionals can pinpoint relevant problem states, 

while non-professionals struggle with this phenomenon [13]. Over the years, Senior Capstone 

projects in school are intended to provide real-world engineering experience, highlighting the 

importance of problem identification [14]. However, conventional engineering problems lack the 

connection with practical engineering expertise. An effective problem structure requires 

instructor flexibility and appropriate strategy application [15]. Prioritizing authentic engineering 

problems that enhance essential skills can play a crucial role in improving engineering curricula 

[16]. 

 2.2. Student Performance 

Student performance is a crucial aspect of pedagogical research, as it provides valuable insights 

into the challenges that students face throughout their educational journeys.  Understanding the 

challenges encountered by the students is essential for developing effective teaching strategies 

that can enhance overall educational outcomes. The most used student performance measure is 

cumulative GPA in school. Studies have indicated that GPA is an inadequate measure of a 

student's performance at the university level [17].  Therefore, various aspects affecting 

performance are considered. Common studies on student performance examine several factors, 

including the effects of the learning environment [18], [19], [20].  The impact of different 

learning contexts (such as online versus in-person learning), various behavioral perspectives 

(e.g., intellectual, interpersonal, and intrapersonal behaviors), and the influence of different 

textbook selections [21], [22], [23]. Previous research carried out by one of the authors indicates 

that student motivation plays a critical role in influencing students' performance in senior design 

capstone courses [24 - 33]. Listed studies have significantly increased our understanding of how 

different educational settings affect student performance and academic success. However, there 

remains a notable gap in understanding how various sources of problem generation, including 

experts, textbooks, and advanced technologies such as artificial intelligence tools, affect students' 

performance in engineering. 

 



2.3. Student Performance with Generative AI 

 

Generative Artificial Intelligence (Gen-AI) represents an advanced form of artificial intelligence 

that generates content by identifying patterns within pre-trained data [34]. This technology is a 

combination of autoregressive models, Variational Autoencoders (VAEs), and Generative 

Adversarial Networks (GANs) [35]. A notable accomplishment in this field is the development 

of complicated language models, such as OpenAI’s GPT, which significantly enhances both text 

comprehension and generation capabilities. Gen-AI has made considerable contributions across a 

variety of domains, particularly in the creation, prediction, and analysis of synthetic data, 

including applications within engineering education [36], [37], [38]. 

Generative AI (Gen-AI) tools are advancing education by delivering customized and highly 

effective learning experiences. They provide virtual simulations, offer personalized responses, 

and present mathematical problems with varying levels of difficulty [39], [40]. Extensive 

research has demonstrated that AI-driven instructional technologies significantly enhance 

analytical thinking, problem-solving abilities, and academic achievement [41]. In computing 

education, Gen-AI tools deliver real-time programming assistance, including clear code 

explanations, alternative solutions, and valuable instructional feedback, benefiting both novice 

and advanced users. Tools such as Codex empower students to become proficient coders by 

generating code from textual descriptions and annotating existing code [42], [43]. Furthermore, 

Gen-AI improves essay correction by providing insightful guidance on vocabulary, structure, and 

logic [44].  

While the advantages of Gen-AI in education are substantial, it is important to acknowledge 

certain limitations. Concerns regarding the quality, accuracy, and timeliness of the information 

provided remain [45]. Additionally, ChatGPT's potential to facilitate plagiarism, fraud, and 

academic dishonesty, particularly in assessment practices, raised important concerns among 

educators. Issues related to data protection, privacy, security, and discrimination further 

complicate their integration into educational contexts [46], [47] [48]. Despite these challenges, 

Gen-AI is effectively utilized to enhance student performance [49], [50]. It reduces cognitive 

load and offers user-friendly features that enable students to manage their cognitive resources 

efficiently. However, overreliance on Gen-AI can lead to procrastination and memory loss, 

which can negatively impact academic performance [51]. 

Building on the transformative role of Gen AI in education, Gen AI has primarily operated as a 

front-end tool interacting with students through problem-solving assistance, real-time feedback, 

and personalized learning experiences. However, the back-end role of Gen AI is limited to 

exploration. With this research, a balanced and moderated approach to using Gen-AI in 

generating engineering has been explored with student performance. 

 

3. Method 

3.1. Problem Selection and Generation 

This study is based on fundamental manufacturing topics such as bending, extrusion, forging, 

and machining. The selected manufacturing topic problems are sourced from a standard 

manufacturing textbook. In addition to problem development with Gen AI, ChatGPT is utilized 

to modify these problems while maintaining the traditional principles, numerical values, and 

technical accuracy.  



The development of Gen AI problems was an iterative process using several structured prompts. 

For each topic, two variations of AI-integrated problems were created: one with a personalized 

context (AI-generated) and another with a more detailed background to enhance engagement and 

understanding (a combination of textbook and AI). The final selection of AI-generated problems 

was based on expert reviews to confirm the clarity and avoid repetitiveness. The detail of 

problem generation is illustrated in Figure 3.1. 

 

Figure 3.1: Problem Generation Process 

3.2. Subject of Study 

The study was performed with mechanical engineering students from an Advanced 

Manufacturing Process course. The study was conducted at the end of the semester to ensure the 

period during students' ability to produce expected solutions for the study. It enabled the 



researchers to ensure that the participants learned the necessary knowledge for this study. In 

total, 14 students participated in the study. 

Table 3.2: Study Subject Demographic   

 Undergraduate Graduate 

Male 8 2 

Female 3 1 

 

3.3 Experiment Design 

All participants are required to complete all three portions of the study as an integral component. 

In the first portion of the experiment, the participants are provided a consent form approved by 

the University of Georgia IRB board and then offered a demographic survey using Qualtrics on 

the computer screen, which reflects their education level, understanding of manufacturing class, 

and knowledge of Gen-AI tools in education. Following the survey's completion, participants 

engaged in a selection process for manufacturing problem topics, where they chose and solved 

three out of four provided problems (e.g., Bending, Extrusion, Forging, Machining). Continuing 

with the experiment procedure, participants solved the three selected problems through the pen-

and-paper format. Participants were not informed about the origins (e.g., Textbook, AI, 

Textbook+AI) of the problem generation during the problem selection and solving period; such 

details were revealed at the end of the experiment. On average, participants will take 

approximately 35 minutes to complete the problem-solving tasks. As a token of appreciation, 

participants received compensation of $50 for participating in the study. 

  

Figure 3.2: Experiment Steps  

 

3.4 Quantitative Data Collection and Analysis 

With the students’ responses, the students’ performance towards the several types of problems is 

evaluated. Literature claims that performance criteria are a set of guidelines or standards that 

serve as criteria for students’ performances or responses. When the intricacy of students’ scripts 



is factored into consideration, the term 'Rubric' becomes relevant [52]. There are two diverse 

kinds of rubrics for performance assessment, holistic rubric and analytical rubric. Holistic rubric 

assigns one grade without breaking the performance down into its components, depending on the 

overall assessment of the student’s performance. The analytical rubric breaks down into multiple 

criteria, and each criterion can be scored separately to provide the student with thorough 

feedback on various elements of their work [53]. This study followed the analytical rubric but 

did not provide any feedback to the participants. The participants’ scripts were graded in the 

following rubrics in Table 3.1 to reflect the performance evaluation in this research. The rubric is 

as below: 

Table 3.3: Student Performance Evaluating Rubrics Content Score  

Content Points 

Assumptions 01 

Correct Equation 01 

Correct Solution 05 

Correct Answer 02 

Correct Unit 01 

 

It should be noted that there was a partial grading only for the right solution content. The highest 

score anyone can achieve for a problem is 10. 

For quantitative data, a two-way Analysis of Variance (ANOVA) is employed to determine 

differences across the generation of problems (AI, Textbooks, Textbook+AI problems) and types 

of problems (Bending, Extrusion, Forging, Machining) to address the research questions. The 

threshold of significance is identified as the P-value of the analysis as 0.05. In ANOVA, a 

significant F-value (at p-value<0.05) indicates that there are differences among group means (for 

example, in problem generation: Textbook, AI, and Textbook + AI). However, it does not 

specify which specific pairs of means differ. A post-hoc analysis, such as Duncan's Multiple 

Range Test (DMRT), is employed to identify specific mean differences to specify the significant 

mean. DMRT calculates the standard error (SE) of the means using the Mean Square Error 

(MSE) and the sample size. Least Significant Ranges (LSR) are then derived by multiplying the 

SE by the significant studentized ranges (SSR) at a p-value of 0.05, along with the error degrees 

of freedom obtained from ANOVA. Pairwise mean differences are compared to the LSR; means 

are grouped with the same letter when the differences are not significant, while distinct letters are 

assigned to means that show significant differences. This letter provides a visual representation 

of the relationships between group means. 

3.5 Qualitative Data Collection and Analysis 

A deductive approach was incorporated to understand the performance of students in depth. The 

scheme adopted by Grigg and Benson [54] is used to capture each step related to problem-

solving. The scheme introduced 54 unique codes, which are classified as Process Elements, 

Errors, Strategies, and Accuracy in problem-solving. It was created via a problem analysis 

methodology based on a mathematical education hierarchical structure. The coding method 

enables its potential to evaluate students’ problem-solving techniques in detail, emphasizing the 

significance of comprehending mistakes and self-correction in educational research. After 



employing a coding scheme, a thematic approach is also implemented to combine multiple 

examination flexibility with research questions to strategic codes and themes [55]. All students’ 

responses were fed into the well-known software, NVivo 12 Pro, to extract and code them. 

To ensure the trustworthiness of the coding scheme, an interrater reliability test was 

incorporated. Inter-rater reliability is a critical measure that evaluates the degree of agreement 

among two or more raters regarding the consistent application of a rating system. While different 

researchers may reach a consensus on a specific code, their interpretations can vary significantly. 

Thus, maintaining inter-rater reliability is particularly crucial to ensure process consistency. In 

this study, two coders engage in coding the data according to predefined coding schemes. A 

variety of statistical methodologies can be utilized to assess inter-rater reliability [56]. Cohen's 

Kappa coefficient is employed in our research, which is denoted by the lowercase Greek letter k. 

Cohen's Kappa serves as a reliable statistic for measuring inter-rater reliability. The coefficient 

can range from -1 to +1, where a value of +1 signifies complete agreement between raters, while 

a value of 0 reflects the level of agreement that could be anticipated due to chance. The 

calculation of Cohen's Kappa is conducted using the formula specified by McHugh (2012) [57]: 

𝑘 =
𝑃𝑜 − 𝑃𝑒

1 − 𝑃𝑒
 

 

                              

(3.5.1) 

Here, 𝑃𝑜 represents the actual observed agreement, and 𝑃𝑒 represents the chance of agreement. 

 

4. Result  

The result of the study is based on students' responses to several types of generation of problems. 

The students' responses are evaluated with the rubric mentioned in subsection 3.4 and the coding 

scheme mentioned in subsection 3.5.  

4.1 Quantitative Analysis 

This study conveys the impact of the generation of problems and the types of problems on 

student performance in solving engineering tasks. To evaluate student performance, the mean 

and standard deviations of student responses are considered. Additionally, statistical significance 

is assessed using the Two-way ANOVA test, and the results are analyzed using Duncan's 

Multiple Range Test (DMRT) to effectively group means with similar statistical properties.  



 

 
 

Figure 4.1: Student Performance with both Generation of Problems and Types of Problems 

 

4.1.1 Impact of Problem Generation and Types of Problem 

 

Considering two independent variables in the study, the two-way ANOVA test reveals a 

significant difference (p-value= 0.003) in student performance across all problem generations 

(e.g., AI, Textbook, Textbook + AI). AI-generated problems have the highest performance score 

(6.62±2.68), significantly higher than Textbook problems (3.31±1.70) and Textbook + AI 

problems (4.44±2.28). 

A significant difference (p<0.05) is observed among the types of problems (e.g., Bending, 

Extrusion, Forging, Machining). Bending problems had the highest score (7.11±3.17), placing 

them in group "a" in the mean comparison analysis.  



Noticeably, no significant interaction effect is found between problem generation source and 

types of problems. Despite both variables influencing performance independently, their 

combined effect does not differ considerably from the impacts identified independently. The 

summary of the analyses is listed in Table 4.1. 

 

Table 4.1: Summary of Results for Different Problem Generation and Types of Problems 

Category Subcategory Mean SD p-value 
Mean 

Comparison 

Generation of 

problems 

AI 6.62 2.68 

0.003 

AI (6.62a) 

Textbook 3.31 1.70 
Textbook 

(3.31c) 

Textbook+AI 4.44 2.28 
Textbook +AI 

(4.44b) 

Types of Problems 

Bending  7.11 3.17 

0.01 

Bending 

(7.11a) 

Extrusion  3.54 2.25 
Extrusion 

(3.54b) 

Forging 4.63 2.13 
Forging 

(4.63b) 

Machining 4.42 2.43 
Machining 

(4.42b) 

Interaction of Both - - - 1 - 

 

4.2 Qualitative Analysis 

Grigg and Benson's coding scheme [54] is implemented in the study to get a deeper 

understanding of students' responses to the problems. Two coders individually coded the 

students' responses to avoid bias and increase reliability. 17 codes from the parent codes are used 

in this study. Three major themes are identified, such as 'Problem Processing' where students’ 

cognitive ability elements to problem-solving are involved, 'Error Code' represents students' 

computing abilities and comprehension of engineering principles, and 'Accuracy Code' is based 

on the correctness of final answers. The detailed coding scheme is illustrated in Figure 4.2: 



Figure 4.2: Coding Scheme Used in Student Performance 

To prevent unexpected findings and enhance the credibility of the used coding scheme, an inter-

rater reliability test is conducted. The codes from Figure 4.2 are applied in this process. The 

Cohen Kappa coefficient is calculated using the equation provided in Section 3. The expected 

agreement (Pe) is 0.95, while the observed agreement (Po) is 0.98. Substituting these values into 

the equation yields a Kappa coefficient of 0.71, indicating strong agreement between the two 

coders. This result is also consistent with the Kappa coefficient of the parent coding scheme. 

5. Discussion 

5.1 Addressing Research Question 

The results of the ANOVA test clearly demonstrate significant variation in student performance 

based on the different generations of problems. Specifically, significant variations in total scores 

highlight the strong impact of problem generation on overall student performance. Duncan’s 

Multiple Range Test (DMRT) strengthens the finding, revealing that AI-generated problems 

consistently excel over textbook problems. Moreover, from the coding scheme analysis, students 

have encountered less errors in AI-generated problems leading to their higher scores.  This 

finding highlights that AI-generated problems could have more elements to address problem-

solving strategies. However, it remains unrevealed whether the participants prefer the structure 

of AI-generated problems.  

To capture a detailed understanding of the qualitative results, interrater reliability of the 

implemented coding scheme is conducted. The reliability of the coding process is confirmed by 

Cohen’s Kappa Coefficient of 0.71, demonstrating strong agreement between coders and 

confirming the credibility of the coding framework employed in the study. The consistency of 

the coding scheme underlines the robustness of our qualitative analysis. From the coding 



analysis, it is evident that knowledge application strategies (Knowledge access + Knowledge 

generation) are the most utilized approach taken by participants for this study.  Moreover, the 

coding scheme revealed that the participants mostly encountered conceptual and mechanical 

errors, which underscores the critical need to solidify students' fundamental knowledge before 

they engage in problem-solving tasks. Additionally, in the types of problems, 'Bending' problems 

achieved the highest performance scores. Importantly, no significant interaction effect was found 

between the methods of problem generation and the types of problems (p-values > 0.05). This 

finding confirms that while both factors independently influence performance, their combined 

effect does not alter or undermine performance outcomes.  

In summary, the findings of this study support that AI-generated problems significantly enhance 

student performance. By mitigating the prevalence of common errors and fostering effective 

problem-solving strategies, AI-generated problems can have a powerful impact on improving 

educational outcomes. Integrating AI-generated problems with traditional textbooks into 

curricula could empower students to build stronger foundational knowledge and develop the 

essential skills necessary for tackling complex problem-solving tasks. 

5.2 Limitations of the study 

While the study presents several valuable insights, it also has limitations that need to be 

addressed. Firstly, the study relies on a small sample size, which may restrict the generalizability 

of the findings. A larger and more diverse sample size could significantly enhance the robustness 

of ANOVA analysis and the overall impact of the study. Additionally, the data lacks balance in 

data due to the flexibility of students' selection of problem topics, potentially influencing the 

outcomes. Although four fundamental manufacturing topics were examined, investigating 

additional engineering topics could produce different results across various generation sources. 

Moreover, the study focuses particularly on evaluating students' performance in response to 

problems, without exploring aspects such as student creativity or collaboration strategies which 

could be explored in the future. Each problem topic was associated with a specific solution 

related to all types of generation sources. Incorporating a broader array of manufacturing topics 

with multiple solution options may offer richer insights for future research. 

6. Conclusion 

 This study evaluates student performance on AI-generated versus traditionally generated 

engineering problems with four manufacturing topics. While some aspects of student 

understanding and problem clarity emerged in this study, the primary focus remained on student 

performance evaluation. The analytical rubric was used for performance evaluation, and a two-

way ANOVA test was applied to determine statistical significance, accompanied by a coding 

scheme. The knowledge application strategies empower students to leverage their foundational 

knowledge effectively on specific problems. The results revealed significant variations in student 

performance depending on the problem-generation methods and the types of problems used. AI-

generated problems are well dealt with across all types of problems due to their distinct 

contextual structure.  Additionally, the research highlighted the complementary roles of textbook 

problems. Textbook problems are beneficial for developing basic conceptual knowledge, while 

incorporating AI-generated problems could enhance application skills and overall performance. 

A combined approach can represent a promising strategy for cultivating a comprehensive 

understanding of engineering concepts and improving problem-solving abilities. While the study 

focused on a particular area, it has opened multiple areas for future exploration. Future studies 



could investigate the cognitive and metacognitive dimensions of AI-generated problems, 

including their influence on some problem-solving strategies, such as student engagement and 

critical thinking. During this research, participants do not have access to AI for problem-solving 

assistance. AI intervention in problem-solving events may foster students' creativity and 

collaboration, which indicates the future direction of this research. Exploring different 

engineering disciplines could strengthen the implications of AI in education. 
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