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Mrs. Bettina von Römer, University of Applied Sciences Darmstadt
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1. Introduction 
Engineering students are often unfamiliar with ethical issues. In their actual field of study, 
these contents play no or at least a very subordinate role, even though technical developments 
and innovations often (deeply) intervene in the social contexts of their later fields of applica-
tion. There is obviously a significant difference between the academic curricula and the re-
quirements of industry. In many cases, industry demands that graduates in STEM subjects 
also have knowledge that goes beyond technical functioning and economic advantage. As 
early as 1991, the German VDI called in its paper on technology assessment: “However, func-
tionality and economic efficiency are not pursued for their own sake. Technical systems are 
produced and used to expand human freedom of action. They serve non-technical and non-
economic goals.” (translated with deepl) [1: p.74]. 

In the general discussion, this requirement is reflected, for example, in the concept of the t-
shaped engineer, whose strength is seen in the great variety of interdisciplinary skills, which, 
in addition to mastering foreign languages, include cultural and communicative skills. In addi-
tion, young engineers are expected to think systemically and holistically, as well as to be able 
to critically reflect on their own actions [2], [3]. A critical examination of the concept of the t-
shaped engineer and a literature review in the context of the ASEE can be found in [4]. 

The aim of these approaches is to lay a foundation for a technology and product development 
process that takes into account the non-technical and non-economic aspects addressed by the 
VDI in the process of technology development. Very similar approaches can be found in the 
“Report of the Future Ready Engineering Ecosystem (FREE)” [5: p.3-2], which was presented 
by the ASEE in 2024. With reference to Schwab and Davis, they mention the following key 
principles: “1) Focus on systems that deliver human well-being, not just on technologies; 2) 
Manage technologies with diverse human decision-making and agency, instead of giving in to 
a determinist view of technology; 3) Employ human-centered design thinking, not passive ac-
ceptance of technology as the default; and 4) Recognize values as a core feature, instead of 
perceiving technology as neutral and values as interference.” It is therefore about responsible 
action and a conscious process of weighing up the advantages and disadvantages of a techno-
logical development, with ethical aspects playing a particularly important role in many cases.  

With regard to applications of artificial intelligence (AI), ethical questions in particular often 
come into play. The Trolley Problem, which is repeatedly mentioned and discussed in the 
context of autonomous driving [6], is often mentioned in this context. Another example, 
where the right decision can mean the difference between life and death, is in decisions about 
the treatment of patients who are no longer able to make these decisions themselves. This is 
where the AI-supported tool, the Patients Preference Predictor (PPP), comes into the picture. 
This software can be used when decisions have to be made in an urgent treatment situation 



and the patient has not made any advance provisions for this eventuality. In such cases, an AI-
based prediction of the patient's likely will is intended to support the doctors or relatives in-
volved in the decision. Students were to address this new technical offering in a one-day sem-
inar and examine its ethical implications. 

 

2. Ethical considerations in the design of technical solutions 
The case study to assess the ethical aspects of an AI-supported decision on patient treatment 
preferences (Patients Preference Predictor – PPP) was part of a course entitled “Technology 
Assessment in Product and Technology Development”. This course is offered as a social and 
cultural science elective to all students at University of Applied Sciences Darmstadt. Such 
courses make up 5-6% of the total curriculum of all engineering degree programs at the Uni-
versity of Applied Sciences Darmstadt. However, students from the disciplines of design, ar-
chitecture or media can also attend these courses as part of their studies. Depending on the 
length of the semester, the course consists of 14 sessions, each lasting 90 minutes, which are 
designed as face-to-face classes with lecture and discussion sections. While 10 of these ses-
sions take place on a weekly basis, four sessions are combined into a one-day seminar on a 
Saturday. At the time of the day seminar, the students have already spent several weeks deal-
ing with important aspects of technology assessment and, in particular, with evaluation crite-
ria. They are therefore fundamentally able to create criteria catalogs that can be used to evalu-
ate technical solutions. In doing so, it is not expected that the students will provide a compre-
hensive and conclusive assessment of the PPP. However, they should be able to ask a series of 
questions that go beyond mere technical functioning and that have been developed in line 
with the key principles mentioned above, as part of the FREE report. 

When societies decide to use artificial intelligence applications, their use is also associated 
with demands from various social groups that go beyond pure functionality and economic ef-
ficiency. Deroncele-Acosta et al [7] systematize their meta-analysis of scientific articles on 
the use of AI in higher education into 10 pillars, one of which is AI ethics. With a very broad 
focus, UNESCO also addressed this topic in 2022 [8] (further references can be found in [9]). 
One such ethical topic is the so-called “Patients Preference Predictor”. The choice of topic 
was prompted by the fact that the author of this article was approached by a company that de-
scribes itself on its homepage as follows: “As a leading open innovation incubator, we bring 
people, industries and organizations together across all borders to positively change the world 
with sustainable, future-oriented innovations.” The young company supports open innovation 
projects and regularly publishes challenges for this purpose, among other things to involve 
universities in innovation processes. In the summer of 2024, there was a call with several sub-
projects entitled “Ethical Innovation in Health Care Technology”. One of these sub-projects 
was related to the development of a PPP. Based on extensive data analysis, the PPP helps to 
identify patients' presumed treatment preferences when they are no longer able to make deci-
sions themselves. The PPP acts as a neutral and emotionally uninvolved support system. This 
can be particularly helpful in cases where relatives are unable to cope or existing living wills 
cannot be clearly applied to the current situation. Such technological support not only relieves 
the burden on relatives, but also strengthens the confidence that the medical care chosen actu-
ally corresponds to the values and wishes of the patient being treated. Traditional living wills 
are valuable instruments of self-determination [10: p. 421]. However, they also have weak-
nesses: Many people write living wills at an early stage and do not update them regularly. As 
a result, the original specifications may no longer correspond to the patient's current wishes or 



altered reality of life [11]. Negative expectations about the future also often lead to very re-
strictive formulations, which may later prove to be no longer accurate.  

In principle, it is the task of the treating party to identify the patient's presumed will and to act 
accordingly [12]. The PPP is being discussed as a tool to provide guidance in cases where ad-
vance directives are unclear or uncertain. By analyzing data patterns, the PPP can calculate 
presumed treatment preferences. However, this raises significant ethical issues. It is an AI ap-
plication that has not yet been the subject of broad (scientific) discussion in Germany (an ex-
ception is Hiekel’s paper from 2024 [13]). However, healthcare proxies and living wills are 
under discussion because they were legally reorganized in Germany a few years ago [11], 
[14], [15]. The legal regulation of the matter in the German Civil Code (Federal Republic of 
Germany) was the starting point for the students' discussion during the one-day seminar [16].  

Learning objectives 
The elective course in social and cultural studies at University of Applied Sciences Darmstadt 
is designed to teach students critical thinking so that they understand new technologies as an 
interrelated bundle of opportunities and risks and can make informed decisions in their future 
professional lives on the basis of such a basic understanding. The program is therefore one 
possible approach to approximating the model of the t-shaped engineer [17], [18]. The course 
on “Technology Assessment” (TA) was designed and taught in such a way that students learn 
the basics of methods for evaluating techniques. Since there is no single set of methods in 
technology assessment [19], the course focuses primarily on demonstrating the diversity of 
the various assessment criteria and on conveying that different interest groups approach the 
assessment of a technology with diverse value orientations and therefore arrive at very distinct 
assessments of the respective opportunities and risks. 

The students learn about these concepts and evaluation criteria in the weekly sessions and also 
apply them in short group discussions. With a short homework assignment on a current tech-
nology, they apply these evaluation criteria with references to the research literature and have 
to advance them with a systematic argumentation to arrive at their own positive or negative 
assessment. These prompts for reflection open up the opportunity to apply and test their un-
derstanding according to the principles of active learning. The one-day seminar serves to con-
duct a critical debate on a selected example, in which students work together in groups on 
structured activities. 

During the one-day seminar, the lecturer's main task is to moderate and clarify any questions 
that arise. The content or values of the various interest groups are conveyed by avatars, which 
are integrated into the course of the seminar via animated videos. The use of several avatars is 
intended to give the individual statements or positions a face, in order to make the competing 
perspectives and evaluations of the PPP more vivid. The expectation is that students will be 
better able to consider the respective ethical considerations and arguments from the point of 
view of the individual stakeholders. 

 

3. The One-day Seminar 
Attendance at the one-day seminar is considered mandatory and is part of the announcement 
and description of the course in the official course catalog of the university. The course is or-
ganized in such a way that the one-day seminar is held on a Saturday in the sixth or seventh 
week of the semester. The case study is organized as an integral part of this Saturday, with a 



time slot scheduled from 9:00 a.m. to 4:00 p.m. This extended time span allows for a different 
didactic approach and the detailed treatment of a comprehensive topic. 

3.1. Part one: The Morning Session – Warm up and the PPP 
To start the seminar and get some movement and attention of the group the day starts after a 
short welcome with a group activation of a “living statistic”. This activation includes 10 ques-
tions that can be answered with simple answer categories. It is about “yes” or “no”, or in this 
case about estimation questions. To answer the questions, students have to move around the 
room together to get to the position that stands for the selected answer option. For this you 
need some free space so that the students can spread out freely. The prepared questions are 
then presented and the individual positions in the room for the answer options are shown. The 
learners take one of these positions in the room, depending on their own assessment or an-
swer. The teacher and learners get a shared impression of the result. The aims and advantages 
of this method are the physical activation, at the same time there is a mutual getting to know 
each other and there is the possibility of an introduction to the content of the seminar topic. 
This substantive introduction was an important reason for using the method. The following 8 
questions and 2 tasks were asked at the start of the one-day seminar. The numbers in brackets 
show the distribution of answers. The total number of answers varies because two students ar-
rived late and only answered some of the questions. 

1. Have you done something for your health today? Yes (7)/No (12) 
2. Is the topic of health and taking care of your health important to you?  

Yes (15)/Depends (4)/No (0) 
3. What do you think? How many people between the ages of 16 and 30 say in a study 

from 2020 (the survey took place in October/November of that year) that they think 
about death a lot or a great deal. (data from: [20]; green: correct answer) 
27% (10) 37%  (7) 47% (3)  57% (0) 

4. Do you know what a living will is and what it is supposed to regulate? Yes (16)/No (5) 
5. Do you know whether your parents have drawn up a living will or advance directive? 

Yes (12)/No (9) 
6. Have you ever considered or discussed with anyone the possibility that you might find 

yourself in a situation where you would have to make treatment decisions for close 
relatives? Yes (9)/No (12) 

7. What would you say? How many respondents over the age of 16 agree with the state-
ment that it is important to be able to rely on close relatives when it comes to making 
necessary decisions in the final stages of life? (data from: [21]; green: correct answer) 
54% (0) 64%  (6) 74%  (6) 84%  (9) 

8. Please line up in alphabetical order by your first name. If you have the same first 
name, use your last name as a second sorting criterion! 

9. Do you agree with the following statement? 
“Artificial intelligence is a good technical approach that we can use to solve a variety 
of human problems, including applications in the health sector!” Yes (21) /No (0) 

10. Please line up in order of your age! 



The First Avatar 
The results of this introductory exercise provide a 
basis on which further discussion can build. At the 
same time, the teacher gets a first rough impression 
of the students' attitudes and knowledge on the se-
lected topic. The study of the case of the PPP be-
gins with the statement of the first avatar. This is a 
lawyer who explains the legal basis of the living 
will and healthcare proxy with brief references to 
the German Constitution, the German Civil Code 
and criminal law. After presenting the legal side, 
the lawyer draws the following conclusion:  

“The living will is a strong legal instrument that protects patient autonomy and clearly 
regulates medical decisions even when the patient lacks the capacity to consent. Its bind-
ing nature and the legally defined framework provide security for both patients and prac-
titioners. Nevertheless, practical problems such as imprecise wording or missing updates 
show that continuous development of this instrument and accompanying advice are nec-

essary. It remains an essential 
part of the medical decision-
making process and a role 
model for the protection of self-
determination in healthcare.” 

In addition to the video of the 
avatars, students received:  

1. the statement of the lawyer 
in printed form. This also con-
tains the correct information 
about the sources that were en-
tered into the chatbot to gener-
ate the statement with 
ChatGPT. When creating the 
printed statement, the rules of 
academic integrity are meticu-
lously adhered to, 
2. the most important legal 
text (§1827 German Civil Code 
[16]) as a handout, as well as 
3. a template for a living will  
4. and a healthcare proxy. The 
two documents come from an 
ethically neutral well known in-
stitution that is neither ideologi-
cally nor religiously affiliated. 

The students are given a little 
time before they are handed the 
actual practical case described 
in Box 1. Basically, the case is 



taken from a text by Sharadin [22], but is slightly modified to include a few aspects to reflect 
the German legal situation.  

The Second Avatar 
Since this is the first time the PPP is mentioned during the one-day seminar, a second avatar 
“has its say”. He is an IT entrepreneur whose company “Digital Health Ltd.” has launched a 
PPP on the market. The company vision is generated 
by ChatGPT: 

“The vision of Digital Health Ltd. is to actively 
shape the future of healthcare with innovative 
AI-powered solutions. By developing intelligent 
systems such as the Patient Preference Predic-
tor, we are setting standards for patient-centered 
care and individual decision support. We strive 
to combine technological excellence with ethi-
cal responsibility in order to sustainably relieve 
the burden on both relatives and medical profes-
sionals.” (From the mission statement of Digital 
Health Ltd., generated with ChatGPT)  

In addition to the company's vision statement, the spoken text contains a whole series of argu-
ments in favor of using the PPP, as it can compensate for deficits in precautionary decision-
making. The students also have a printed copy of this statement. It contains the scientific 
sources used to selectively filter out the advantages of a PPP. In particular, the practical expe-
riences in hospitals and the experiences of relatives who find themselves under pressure to 
make decisions due to outdated or imprecisely formulated living wills show that an AI-sup-
ported assistance system like the PPP can be of help. 

In order to address the aspect of technology assessment, the task given to the students was fur-
ther sharpened: “What advantages and disadvantages would exist in treatment wishes or pref-
erences identified using an algorithm? What particular challenges and hurdles could arise in 
practice when using the PPP to determine treatment preferences?” 

The students now have some time to familiarize themselves with the documents and the argu-
ments presented so far. When compiling all the statements that will be used during the day, 
care was taken to ensure that the scientific sources included are also publicly accessible to the 
students so that they can access the texts used directly and easily if needed. 

Avatars three to five 
After about an hour of discussion time, in which the working groups (each with 4 to 5 mem-
bers) had gained an initial overview of the issues and the legal situation of living wills and the 
possibilities of the PPP, further statements were presented by three avatars. These avatars rep-
resented the following three interest groups with their video statements: 

1. An emergency doctor who works in a large hospital: She reports that on many days 
she is confronted with having to make urgent and far-reaching treatment decisions. 
She briefly describes the shortcomings of existing living wills and clarifies the differ-
ences between cases of planned surgery and those in which an emergency has arisen 
and quick action is necessary. In cases where relatives are involved in the decision-
making process and a dispute arises with the medical staff treating the patient, court 



proceedings may result after the treatment. A PPP could provide helpful support to 
avoid such a situation. 

2. The representative of the patient protection organization emphasized the importance of 
individual self-determination in the treatment situation. The best form of prevention 
remains a comprehensive and clearly formulated living will. However, the interest 
group recognizes the real challenges in medical emergencies when a living will is una-
vailable or imprecisely formulated. In such cases, the PPP can serve as a valuable tool 
to provide additional guidance. However, it is essential that the PPP is not used as a 
substitute for human judgment, but only as a supplement and support.  

3. The reasoning is similar for the third avatar, who speaks for an institution that repre-
sents the interests of caregiving relatives. In addition, the question is raised as to 
whether it is ethically justifiable and legally legitimate to view the individual as a 
purely statistical case for treatment and to make treatment decisions in this way. The 
statement emphasizes that the use of AI systems and thus the recourse to purely statis-
tical evidence carries the risk of neglecting emotional, moral and individual aspects. 

For these statements, too, students receive handouts with the printed text. Insofar as the state-
ments refer to statistical data (e.g. the prevalence of living wills in the population or similar), 
the handouts also include the complete statistics with the corresponding source references. 

After a total of about two and a half to three hours, the 5 groups presented their initial prelimi-
nary results. One of the group members reported on the advantages and disadvantages of the 
technical approach developed by the groups, as well as the challenges. The main arguments 
are summarized in the following table: 

Pro – advantages of PPP Contra – disadvantages of PPP 

• high probability that the personal preference 
will be met 

• second opinion for the doctor 
• possible legal protection for the doctor 
• in an emergency situation, faster decision 
• access to enormous amounts of data (e.g. 

similar cases in the past) 
• if no doctor is present, great help for rela-

tives and paramedics 
• the more data available, the better the deci-

sion 

• The AI's decision is based only on probabili-
ties 

• No consideration of personal preferences 
• Who is liable if the AI/doctor chooses the 

wrong treatment option? 

• What happens if the AI and doctor's assess-
ments differ? 

• The AI completely lacks personal insight 
into the patient  

• Ethical concerns that the AI makes or influ-
ences vital decisions 

• Is the PPP accessible everywhere – equal op-
portunities for everyone? 



The results of the discussion that point out the disadvantages, which are shown in gray in the 
table, are particularly interesting. The aspect of reducing the individual human being as a bun-
dle of statistical socio-demographic data seems unacceptable. Treatment preferences are ulti-
mately determined by the PPP in a similar way to the purchase recommendations of the online 
retailer Amazon: “Customers who bought the product you are currently considering, also 
bought ...” In the scientific discussion, as well as in two of the five student groups, the ques-
tion arises as to whether there are ways to raise the AI to a different, more ethically acceptable 
level: Is it possible to identify the preferences of the person to be treated more accurately than 
by the rather crude comparison and combination of a few socio-demographic parameters? 

 

3.2. Part two: The Afternoon-Session – the 4P 
Some scientists in the field are also calling for this next level of individualization of patient 
decision-making and are bringing the so-called 4P, or “Personalized Patient Preference Pre-
dictor”, into play [23]. This is intended to strengthen the autonomy of the person concerned 
and increase the accuracy of the treatment decision. Five options for building a P4 are pre-
sented in Earl's text: 

1. P4 trained with patients' own texts, such as emails or social media posts, supple-
mented with data on their past decisions (e.g., medical treatments).  

2. P4 based on explicit responses about treatment preferences: The model is trained 
with responses to questions that are recorded, for example, during systematic inter-
views as part of health checkups [24]. 

3. P4 trained from surveys in which individuals are prompted to reveal their fundamen-
tal values and preferences through specially designed experiments (e.g., scenarios in-
volving different treatment options).  

4. P4 based on proxy preferences: The model is trained with responses from relatives 
or proxies that predict the patient's behavior and preferences after the loss of decision-
making ability.  

5. P4 trained on population-based data: The model is trained on broad, population-
based data (e.g., surveys or health data) to capture broader patterns and preferences at 
the population level. [25]  

In order to inform students about this more advanced approach to a patient preference predic-
tor, a press release was drafted for the company Digital Health Ltd. The company had already 
been introduced by the second avatar. The press release contains all the important information 
about the product P4 (see box 2 on the next page). In the chosen product design, the afore-
mentioned options 1, 2 and 5 were combined. Option 1 was particularly important here, as so-
cial media activities, posts and likes are closely linked to the everyday lives of students. 

As noted by the students, the use of a PPP carries the risk of reducing the individual complex-
ity of a decision and shifting the responsibility from doctors and relatives to a technical sys-
tem. In situations requiring quick decisions, this could lead to uncritical acceptance of ma-
chine recommendations, even though they may be subject to a distortion in the data or pose 
other problems due to the database being too limited for a preferably individualized prediction 
of treatment preferences. 

 



 

The further development of the PPP towards more personalized models through so-called 
“fine-tuning” is intended to minimize such problems. Specific data such as medical files, sur-
veys or even personal digital information (e.g. social media posts, fitness tracker data) could 
be used here [23]. However, this requires that data protection and the voluntary consent of 
those affected are guaranteed. However, even with an optimal data basis, the problem remains 
that the moral values incorporated into the algorithm do not necessarily correspond to the in-
dividual or cultural values of the patient. This also applies when LLMs are used to search per-
sonal social media data for “hidden” clues about attitudes towards life and death or treatment 
preferences. What do students think of this personalized approach, which uses data that 
younger people in particular produce daily on all kinds of topics and occasions? 
 

  

Box 2: Excerpt from the Press Release 
Digital Health Ltd., …, is launching a new, groundbreaking generation of its AI-supported system for de-
termining patient preferences. The Personal Patients Preference Predictor (P4) is based on the latest tech-
nology and will be released as a test version in the coming days. 
The previous product, the Patient Preference Predictor, has already successfully helped to determine the 
presumed treatment preferences of patients who are no longer able to make decisions themselves. This 
was based on extensive data analyses from a representative survey of 2,136 participants based on the sci-
entific work of Rid and Wendler. The survey collected sociodemographic data as well as specific prefer-
ences in hypothetical disease situations. From this data, the system made predictions that took into ac-
count individual values and the patient's presumed will. 
With the new P4, Digital Health is taking a decisive step forward: This system is based on a Large Lan-
guage Model (LLM), which uses similar technologies to well-known text-generating AI systems, such as 
ChatGPT. The key advance lies in the P4's ability to integrate personalized data sources to get even closer 
to patients' actual values and preferences. 
Integration of personal data for customized predictions 
The P4 enables the integration of personal texts – such as e-mails, blogs or social media posts and even 
Facebook likes – and supplements them with additional digital information. This includes, for example, 
previous treatment decisions from electronic patient files, data from fitness trackers or other health-related 
app records. The analysis of such information helps to better understand a patient's individual values, atti-
tudes and preferences. 

Another key technical advance will be the use of modern speech recognition software. Digital Health 
plans to work with doctors who – with patients' consent – will record treatment sessions. These recordings 
will be automatically transcribed in order to integrate the information obtained into the patient's personal 
database. 

More autonomy and self-determination for patients 
The aim of P4 is to strengthen the autonomy and self-determination of patients. By analyzing the available 
personal data, the system filters out the values and attitudes of patients and condenses them into a decision 
recommendation that optimally reflects individual preferences. “With P4, we want to help align healthcare 
even more closely with patients' preferences and values. By combining modern AI technology and indi-
vidual data sources, we are creating a new dimension of patient-centricity,” explains Dr. Julius Kempfert, 
CEO of Digital Health Ltd.. 

Future prospects 
The release of the P4 test version marks the beginning of a comprehensive evaluation process to further 
develop the technology and integrate it into clinical practice. Digital Health Ltd. also plans to expand its 
collaboration with medical institutions and other research partners to optimize the application of the sys-
tem in clinical practice. 



Pro – advantages of 4P Contra – disadvantages of 4P 

• Personalized for each patient 
• Strengthening of patient self-determination, 

based on more personal data 
• Easier decision-making for doctors 
• Larger data volume improves preference pre-

diction 
• Relatives may have more confidence in the 

predictions because personalized data related 
to the individual patient is used 

• No privacy (complete screening) 
• Inclusion of personal data or statements that 

may not be included at all 
• How can patients decide which data should 

be included and used? 
• Who can access the data, only doctors or 

also health insurance companies - can the 
great transparency lead to disadvantages for 
individual insured persons (the disabled, the 
chronically ill)? 

• Are there disadvantages for people who do 
not produce social media data? It is not clear 
whether AI can answer questions about the 
“true will” and interests at all. It is not clear 
what a person's true interest is 

• How is the validity of the predictions 
checked? (Difference between decisions in 
an emergency and those in studies that in-
volve decisions in hypothetical situations.) 

The compilation of arguments from the student groups shows that they are indeed able to 
identify a number of ethically relevant criteria (comparable to [26]). It is noteworthy that 
questions arose in the working groups' discussions that were aimed at the inequality and dis-
advantage of individual population groups (older people who do not use social media, people 
with disabilities, etc.). In the German/European discussion context, data protection and pri-
vacy are also always of great importance. “In conclusion, the perspectives of P4 are as prom-
ising as they are concerning. Errors could have fatal consequences and bias may aggravate in-
equitable access to goal-concordant care. Thus, particular care will be required with regard to 
the design, development, implementation and continued evaluation of P4.” [27: p. 36] 

 

4. Students’ Evaluation of the course 
The course as a whole and in particular the one-day seminar was evaluated. This evaluation 
follows a standard procedure at University of Applied Sciences Darmstadt. Since only 21 stu-
dents took part in the course, the statistical significance is limited. In principle, the students 
were very satisfied with the course and the one-day seminar and gave it an extremely positive 
rating. This is particularly evident in the students' overall assessment. The students' evaluation 
gave an average grade of 1.78 (where 1 is the best and 5 is the worst result). This result is 
very good compared to other courses, as the evaluation results are on average somewhat poor 
because many students are skeptical about this part of their elective program. 

75% of students also state that learning aids of good quality are available to support learning 
and help to explain the facts well. This aspect was even rated with an average of 1.48. Com-
parable positive (1.76) is the students' assessment that the facts are evaluated from different 
perspectives, thus creating a well-rounded picture for evaluating the technology. The use of 
media, such as videos with the avatars, is rated with an average value of 1.38.  

In addition to many quantitative questions, text entries are also possible for some of them. In 
these questions, students should give their assessments of the pros and cons of using avatars. 
These results are mixed. Some of the qualitative answers are given below: 



• “A change from long handouts, but sometimes still not as good as videos from real experts.” 
• “The AI statements were a very good idea.” 
• “I liked having the video statements. For me, it's better than reading pages and pages of 

handouts.” 
• “It can help to better and more clearly understand difficult issues.” 
• “The videos helped me to better understand the different points of view.” 
• “The videos were nice to have, but in the end not that relevant, because you need the handouts 

to go into the individual arguments.” 
• “I would rather read the texts without distractions.” 
• “It was sometimes difficult to follow the AI voice.” 

The compilation of the various statements shows that the overall assessments are ambivalent. 
When considering the videos, two phases must certainly be considered. The videos seem to be 
well suited for getting a first impression of the topic and getting an overview. The handouts 
are important for more in-depth work on the topic. Especially since these can also convey 
more information than spoken text (additional information mentioned was statistical data or 
graphical representations, which can further clarify the facts in more depth).  

The first statement is certainly true: the integration of real experts would definitely be prefera-
ble. However, the “Avatar experts” have the advantage that their use in the one-day seminar is 
flexible in terms of time. Also, creating the videos is less time-consuming than establishing 
contact with the experts. It is difficult to get them to make a 5-minute statement at most, and it 
may not be financially feasible. In particular, there are some positive aspects that point to effi-
ciency in terms of time, finances and content. I will come back to the aspect of efficiency in 
the final discussion. 

 

5. Discussion 
Selwyn et al. describe how AI is penetrating many fields in education promising great poten-
tial for improving university processes (access control, automatic correction of essays or ex-
ams, tutors etc.), i.e. efficiency [28]. This assumes that unintended consequences are mini-
mized and that developments are critically examined, deployed and used. In the present paper, 
the topic of AI use is addressed in two ways: First, AI-generated teaching materials (state-
ments, avatars, videos, handouts) are used to, secondly, evaluate the AI-generated application 
of the Patient Preference Predictor and to analyze it in terms of its usability, social desirabil-
ity, and compliance with or violation of ethical requirements. The approach described thus 
follows a demand by Vallis et al, who, with reference to some other authors, writes: 

“Hence, advocates of AI in education call for a stronger pedagogical and ethical approach, with 
more practical examples and guides for educators that are less technology-centric and more in-
terdisciplinary.” [9: p.538] 

In the critical perspective of Selwyn [28], the option is identified that we as teachers and uni-
versity staff may find ourselves in a situation that Bruno Latour [29] refers to as a black box 
and describes as blackboxing in terms of its processuality, with small-scale processes of “edu-
cational automation”. Blackboxing is "the way scientific and technical work is made invisible 
by its own success. When a machine runs efficiently, when a matter of fact is settled, one 
need to focus only on its inputs and outputs and not on its internal complexity. Thus, paradox-
ically, the more science and technology succeed, the more opaque and obscure they become." 
[29: p. 304]. As described by Adam Smith's “invisible hand,” the way we gradually adopt 



more AI tools in higher education could lead us to pursue lines of development that we did 
not even consider when we first started working with AI tools. UNESCO makes some critical 
comments in its 2023 publication on genAI in education. [30] 

Latour emphasizes, in a way similar to the technology assessment in its analyses and theoreti-
cal foundations, that technology is not least the result of decisions made by both the inventors 
and developers and those who use a technology in the process of its creation and develop-
ment. In the following, therefore, some questions about the opportunities and risks of using 
the described AI tools will be discussed. Since there is no well-founded scientific research to 
accompany the course on PPP, the insights gained are inevitably subjective, even if this sub-
jective impression is supported by some scientific sources. 

AI and software applications promise efficiency. Nevertheless, teachers and students should 
pay attention to the following: “1) ensuring that ethical and moral implications are addressed; 
2) using AI to augment rather than replace human intelligence; 3) using AI as an instructional 
tool rather than a fully automated system; 4) using AI to improve academic assessment and 
self-assessment methods; 5) critically reviewing the results of generative AI systems.” [31] 
The points 1 to 3 and 5 will be addressed in the following, because: errors and biases remain 
that can be carried into the lecture. This raises the question of how generative AI spreads 
coded prejudices and perspectives and how it can be verified whether the representations of 
the arguments or topics are correct or superficial. Ultimately, this is a question of quality con-
trol by the instructor. Three different types of AI software products were used to create the 
teaching materials for the course described here: 

Firstly, the two generative AIs ChatGPT and perplexity. Both have a free version, but a li-
censed version was used. Perplexity differs from ChatGPT in that this program provides accu-
rate source references. The quality of the sources used can only be described as scientific to a 
limited extent. This also applies if the requirements in the prompt require that scientific 
sources are to be used by genAI when writing the text. The texts are more likely to come from 
general university publications that report on research activities and university news for the 
general public. Errors and biases can only be avoided by developing prompts that are suffi-
ciently detailed and comprehensive. The prompts are formulated less as a text-generating task 
than as one with largely predefined content that merely needs to be transferred into a fluid text 
with a certain tenor. The efficiency of using AI lies particularly in the possibility of quickly 
and purposefully “beautifying” the texts in the sense of: “Write a statement for the representa-
tive of the xyz institution and use the following arguments.” In order to check the usability 
and content-related coherence of the text output, the teacher must acquire fundamental 
knowledge in advance. Without this check, hallucinations quickly take over [32]. Even though 
AI tools are becoming more and more powerful, human review by a teacher is still necessary 
to ensure text quality in cases involving such sensitive topics. 

Secondly, the image generation software DALL-E: This software was used to generate the 
photorealistic images of the avatars. The software has an obvious bias towards “too young” 
and “too good-looking”. Generating images of averagely-looking “people” is comparatively 
difficult (this may be due to the use of German language prompts; English language prompts 
may work better). At the same time, DALL-E makes it possible to use the avatars harmoni-
ously in certain contexts and to design them in a way that at least meets the lecturer's preju-
dices and biases. 

Thirdly, the animation software “D-iD”: This software can be used to link the avatars with the 
generated texts so that animated spoken statements can be created that can be shown and used 



as video. The software recognizes the avatar's face and moves it while it speaks, with the 
background remaining still. Various pronunciation errors occur in German, which is distract-
ing. However, teachers quickly learn how to correct these (these errors tend to occur more 
when dealing with German texts than with English ones). One limitation imposed by the soft-
ware is the length of the statement, which is around 3,800 characters. This results in videos 
with a length of 4 to 4.5 minutes. However, experience shows that a length of 3 to 3.5 minutes 
is better suited to enable students to follow the statements well. 

One important final question is: How were the avatars selected and to what extent do the vis-
ual representations of these people possibly influence students' perception of the “experts' po-
sitions” and thus distort their assessment and evaluation of the respective position? This ques-
tion has two components. On the one hand, it is about the quality of the graphic representa-
tion, and on the other hand, it is about the fundamental question of the perceived age of the 
person depicted as an avatar, their gender, their appearance or their seriousness. Are there 
also, for example, People of Color among the experts represented? In the courses presented 
here, only self-created avatars are used, which are then displayed in a suitable context/image 
background. Consequently, no standard options of the software programs are used. This gives 
more freedom in the design, but requires a little more effort. It must be admitted that in such a 
process, the bias of the lecturer replaces the bias of the AI. But even if real, living experts 
were to appear in the seminar, the lecturer would have selected them. This would also have 
influenced the students' opinions of the technology through the traits (likeable/unlikeable) that 
the experts conveyed in their statements. 

Recent research by Seymour et al. [33] suggests that people prefer to interact with photorealis-
tic, highly realistic AI-generated avatars. For a long time, this was countered by a finding 
called the uncanny valley [34]. Although this has not been clearly demonstrated in research 
[35], many studies show that the trustworthiness of an avatar for the viewer does not increase 
continuously along a continuum. This transition in the representation ranges from stick figures 
to caricatures to highly realistic representations. Rather, there is that uncanny valley, i.e. a 
very sharp drop in credibility when it comes to the transition to realistic representations of the 
avatars used. However, recent research shows that people are quite willing to trust a humanoid 
robot or avatar, as long as the process is transparent, comprehensible and trustworthy. [33]. 
This is also confirmed by the statement of a student: “If the sources are openly accessible, 
which was the case in the one-day seminar, a video statement is a very suitable tool.” 

As early as 2009, Ducheneaut et al. wrote that 
the increasing use and familiarization of users 
with digital bodies and faces has led to them be-
coming accustomed to avatars. “While the tools 
used to create these virtual personas differ 
widely from one world to the next, our data 
shows that users still tend to focus their attention 
on common avatar features.” [36] Nevertheless, 
recent research shows that people are very good 
at recognizing errors in the representation of 

faces/people or even errors in animation. However, the study by Seymour et al. [37: p. 4263] 
comes to the following conclusion, which suggests that some of the minor errors in the ani-
mated statements that also occurred during the one-day seminar should not be seen as a reason 
not to use the avatars. “The results reveal that participants noticed some of the video imper-
fections, but this did not adversely affect their willingness to pay, affinity, or trust. We found 



that once digital humans become close to realistic, users simply do not care about visual im-
perfections.” 

To what extent the representations used in the production of the videos actually go beyond the 
uncanny valley in terms of perceived affinity is an open question and would be a possible 
topic for further research. 

A final question in this paper is to what extent the proposed concept can be used in other, es-
pecially larger, higher education contexts. The answer has two components.  

1. The use of AI-animated avatars: These can be used in any environment in which it 
makes sense for didactic reasons to let an expert or an affected person (e.g. citizens of 
Bangladesh threatened by rising sea levels, employees of an industrial company 
threatened by unemployment, or students reporting stress in their field of study) ex-
press their arguments. The question is whether it would be better to use a different 
speaker to present their arguments or perspectives. Or is it better for the teacher to pre-
sent these arguments themselves, since the deficits indicated by the discussion of the 
“uncanny valley” outweigh the positive benefits? 

2. It also seems possible to use the case study in larger contexts, for example by using a 
World Café to collect arguments and opinions. This method is suitable for large num-
bers of participants. 

In this light, minor adjustments to the operational procedure should be sufficient to discuss a 
case study of ethical questions regarding the application of AI in individual areas of society 
with students. 

 

6. Conclusion 
Initial answers were attempted to two questions: (1) what compromises have to be made when 
using AI-generated avatars compared to accessing real experts in the respective field (e.g. 
when a lecturer conducts a one-time interview with an expert and makes this video available 
to students)? (2) Can such avatars be used to work on an ethical issue with students? For the 
first question, several findings can be summarized briefly: 

• The effort involved in using the avatars is significantly lower – creating input prompts 
compared to making contact, arranging appointments and coordinating content. This is 
especially true when a case study is chosen that is not in the instructor's original sub-
ject area. 

• Costs for software use are significantly lower compared to the bill that might be issued 
if the expert were present.  

• The avatar is reliable and the argumentation is clear, since this is predefined in the 
prompt. 

• You gain flexibility in terms of time during the seminar, at least compared to the case 
where the expert can be questioned directly by the students during the seminar. 

• The “avatar” can be reused or the statement can even be improved if, for example, the 
legal situation changes or new political or social discussions arise in the context of a 
technical development. 



With regard to effects such as the uncanny valley or the influencing effect of the avatar selec-
tion, further evaluations or accompanying questionnaires are needed to show whether signifi-
cant effects can be identified. 

As for the second question, the use of avatars has also proven useful in the treatment and dis-
cussion of ethical issues. It must be admitted that the one-day seminar does not allow for an 
in-depth examination of ethical issues. However, this is also due to the fact that it is an elec-
tive subject for students who come from fields of study in which ethical and philosophical 
questions are not the focus of interest. The approach to the topic is rather from a practical eve-
ryday point of view.  

Overall, the initial experiences with the use of avatars as experts for individual interest groups 
have been positive. Nevertheless, there is still room for further improvements in the design of 
these teaching materials. 
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