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Democratizing the Analysis of Unprompted Student Questions 
Using Open-Source Large Language Models 

Analyzing student questions can help instructors make informed pedagogical improvements by 
providing a better understanding of student thinking. In past literature, the analysis of student 
questions (SQs) has primarily been conducted using taxonomic categorization [1]. These 
taxonomies focus on various aspects of learning. For instance, utilizing taxonomies based on 
Bloom’s taxonomy [2] can reveal what cognitive levels students are utilizing or struggling with. 
On the other hand, the taxonomy proposed by Scardamalia and Bereiter in 1992 [3] can be used 
to determine how familiar students are with a certain topic. Consequently, the application of 
differing taxonomies allows for a fuller understanding regarding the performance and struggles 
of the student body. Modern university courses have access to a wealth of student questions in 
the form of online course discussion boards. These platforms (e.g. Piazza, Blackboard 
Discussions, Canvas Discussions, etc.) allow students to pose class-wide questions that can be 
answered by instructors and/or their peers. However, while these discussion boards provide 
student questions, the questions are not guided or structured for a given taxonomy. In order to 
glean any insight from them using taxonomic categorization, instructors would have to undertake 
the tedious but non-trivial task of recategorizing the entire corpus of discussion board entries for 
every taxonomy they wish to use. This effectively gatekeeps instructors from leveraging these 
discussion boards in this manner if they do not have surplus time and human labour required for 
manual question categorization. This problem is magnified in first-year engineering courses 
which tend to have the largest enrollment sizes with students who are the most unfamiliar with 
the content. A potential approach to overcome this hurdle of laborious cognition involves 
leveraging large language models (LLMs) that have been pre-trained on expansive datasets. 
These models have the potential to categorize questions into a wide variety of taxonomies 
without rigorous fine-tuning due to their advanced language comprehension. This not only 
makes LLMs a versatile solution but also an accessible solution as instructors, who may not be 
experts in natural language processing (NLP), can still utilize these models with the help of 
simple tutorials or guided code snippets. 

Due to the current gap in methodologies using pre-trained LLMs “as-is” to taxonomically 
categorize student questions, this exploratory paper aims to propose a structured and accessible 
procedure to fulfill this task. The LLMs utilized will be limited to open-source offline models 
that do not require the sharing of sensitive data in order to maximize the number of instructors 
that would be permitted to use this procedure. Pre-trained, but not finetuned, models are used as 
they allow for an approach that does not require large amounts of labelled data or high levels of 
programming expertise. This preliminary paper will focus on the implementation of an 
engineering-focused question taxonomy based on that proposed by Goldberg et al. in 2021 [4] to 
find areas of struggle for the student body in APS106H1, an introductory Python course for first-
year engineering students at the University of Toronto. The scope of this pilot will be limited to 
using LLMs to categorize student questions from a course discussion board with this taxonomy. 

Manual Taxonomic Categorization 

The course discussion board for APS106H1 in the winter semester of 2017 contained a total of 
785 entries. The data is downloaded from Piazza’s servers as a CSV file and is anonymized. The 
script used to anonymize the entries also rectifies HTML artifacts using the corresponding ANSI 



text found in Table 1. Since the exported data does not tag individual entries as questions, a 
researcher who is a subject matter expert on the course content sorts the entries as either 
containing a question or not containing a question. In total, 286 entries were identified as 
containing questions with the rest being non-questions. The researcher then categorizes this 
subset according to an altered taxonomy, found in Table 2, based on that outlined by Goldberg et 
al in 2021 [4]. The original taxonomy is altered for two reasons. This first is to isolate student 
questions from questions instructors sometimes embed with their responses (e.g. “… Think about 
this: do you want the evaluation to occur first or the execution? …”). This is done by injecting a 
short phrase shown italicized in the second column of Table 2. This kind of alteration should be 
done to all taxonomies that do not account for instructor questions in the data if the instructor 
questions are not removed from the data prior to categorization. The second alteration is to 
mitigate false positives by creating a “catch-all” category. This should be done for all 
taxonomies that do not claim to account for all possible questions. While the catch-all category 
can usually be added as an additional category, it has been merged with the “Question is 
unspecific” category in this taxonomy, indicated by the underlined text in the second column of 
Table 2. This is because Category 6 from the original taxonomy is an artifact of the prior study’s 
instruction for students to ask questions that will fit into the five other categories [4]. The 
number of questions identified for each of the six altered categories can be found in the fourth 
column of Table 2. 

Automated Taxonomic Categorization 

The LLMs used in question categorization are all pre-trained downloadable models from 
HugingFace’s model repository [5]. The process of taxonomic categorization with LLMs mimics 
the manual process. As such, the first step is to use LLMs to identify entries containing 
questions. Zero-shot classification, an NLP task where a language model classifies a passage 
with no context outside the classification labels [6], is an efficient solution for this task. Using 
this approach, a model asked to classify a discussion board entry as either a “question” or a “non-
question”. An entry is only labelled as a question if the model has confidence of 95% or more in 
classifying it as a question. Otherwise, the entry is labelled as a nonquestion. The models 
considered for this task are chosen due to their popularity within the HuggingFace platform and 
their compatibility with the HuggingFace “zero-shot-classification” pipeline. The models used 
were selected for diversity in architecture as opposed to diversity in training protocols or model 
size. The chosen models include: MoritzLaurer/deberta-v3-large-zeroshot-v2.0 (DeBERTa V3) 
[7], [8], MoritzLaurer/bge-m3-zeroshot-v2.0 (BGE-M3) [8], [9], joeddav/xlm-roberta-large-xnli 
(XLM-RoBERTa) [10], [11], cross-encoder/nli-MiniLM2-L6-H768 (MiniLMv2) [12], [13], and 
facebook/bart-large-mnli (BART) [14], [15]. The F1 scores (the harmonic mean between recall 
and precision) [16] and accuracy scores of these models against the manually sorted data are 
presented in Fig. 1a.  

The next step is to categorize the identified questions according to the revised taxonomy from 
Table 2. To do this, a conversational prompt approach is used where a LLM is informed of its 
role as a data analyst, is provided with the course description, is provided with the taxonomy for 
categorization, and is instructed to return the corresponding category number for a provided 
question. The pre-trained LLMs used for this step are selected from popular text generation 
models available on HuggingFace. The selection is narrowed by enforcing a maximum model 
size of 12 GB due to limitations in available memory. 



Table 1: Unicode replacements for HTML artifacts 

HTML Artifact â€™ Â Ã± &amp; &gt; &lt; €“ 

ANSI Replacement ’ whitespace character n & > < - 
 

Table 2: Alterations done to the taxonomy proposed by Goldberg et al. along with the corresponding course statistics 

Original Taxonomy Altered Taxonomy 
Cat. 

Num. 
Ct. 

Question is about a definition 
Question is asked by a student and is about 
a definition 

1 18 

Question is about how to do 
something 

Question is asked by a student and is about 
how to do something 

2 12 

Question is about how to do 
something if conditions of the 
problem changed 

Question is asked by a student and is about 
how to do something if the conditions of 
the problem changed 

3 9 

Question is about understanding 
how or why something happens 

Question is asked by a student and is about 
understanding how or why something 
happens 

4 63 

Question extends knowledge to a 
new circumstance beyond that of 
the problems solved in class 

Question is asked by a student and extends 
knowledge to a new circumstance beyond 
that of the problems solved in class 

5 2 

Question is unspecific 
Question is unspecific or does not match 
any other category 

6 182 

 

 

Figure 1. LLM performance comparisons for various tasks in the taxonomic question categorization procedure. a) a 
comparison between zero-shot classification models used to identify entries that contain questions from those that don’t.  
b) a comparison between conversational models used to identify and taxonomically categorize student questions.   

After taking into account the aforementioned privacy considerations, the models evaluated 
include: google/flan-t5-xl (FLAN-T5) [17], [18] and microsoft/Phi-3.5-mini-instruct (Phi-3.5-



mini) [19], [20]. In order to avoid compounding errors, the manually labelled questions are fed 
into these models as opposed to those identified in the zero-shot classification task. The 
performance of the categorization models is shown in Table 4 using per-category F1 scores and 
overall accuracy when compared against the manually labelled data. 

Insights From Using the Taxonomy 

When analyzing the categorized questions, several trends become apparent. The first is that most 
questions (excluding the catch-all Category 6) pertain to asking how something works or why a 
certain result is achieved. Taking a closer look at questions in Category 4 reveals that students 
often ask why code snippets from the textbook examples behave in the way that they do. 
Instructors could use this knowledge to augment the code explanations provided in the textbook 
or inform their choice when choosing reference texts in the future. The next largest category 
concerns definitions. Considering that most of these questions are asked in the first two months 
of the semester, the instructors could reference these questions to improve their introductory 
lessons which are usually catered towards students who do not have prior programming 
experience.  

Viability of Using Large Language Models for Question Categorization 

The LLMs used to identify discussion board entries containing questions performed well 
achieving F1 scores above 0.8 and accuracy scores above 80%. Specifically, the models based on 
DeBERTa V3 and BGE-M3 performed exceptionally well considering that they were not fine-
tuned for this task. The discrepancies present are likely due to rhetorical questions used by 
instructors as teaching tools within their responses to student questions. However, the LLMs 
used to categorize the questions are less impressive. The likely reason for this is that the models 
used are relatively small compared to the current state-of-the-art generative models. While 
FLAN-T5 and Phi-3.5-mini models have about 3 billion and 3.8 billion parameters respectively, 
models such as Meta Llama 3 or DeepSeek-R1can have over an order of magnitude more 
parameters. However, since the price for the components required to operate these models with 
hardware acceleration is well beyond the budget of an average consumer, these LLMs were not 
considered. Having said that, Goldberg et al. observed that the agreement between faculty raters 
when labelling questions was only about 65%. While the accuracy scores in Table 4 show that 
agreement between the LLMs and the manual labelling is well below this level, the questions 
analyzed are unprompted and unguided unlike those that Goldberg et al. studied.  

Future Work 

The immediate next steps for this work entail improvements to the current methods employed. 
On the validation side, this involves using multiple human raters to mitigate potential bias in the 
ground truth. Concerning the usage of LLMs, the tasks of identifying questions, specifically 
isolating student questions, and taxonomically categorizing student questions can be merged in 
different ways to identify the most accurate and robust solution. Further work would involve 
evaluating additional NLP techniques (e.g. few-shot classification) for the various tasks. 
Building this foundation in LLM-powered taxonomical question categorization would also pave 
the way to further process the discussion board questions into digestible data for instructors (e.g. 
FAQ lists, timelines correlating question type and frequency to course events [21], etc.). 
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