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Abstract 

Engineering educators face formidable technical barriers when leveraging Generative Artificial 
Intelligence (GenAI) for assessment creation, leading to limited adoption of this transformative 
tool. This Work-in-Progress paper addresses the research question: "How can automated tooling 
reduce the technical complexity of implementing GenAI-powered assessment generation in 
engineering education while maintaining assessment quality?" The current process [1] requires 
educators to perform six distinct technical steps across multiple platforms, consuming 30-45 
minutes per assessment to generate a quiz bank. This paper will show that consolidating these 
steps into a single automated workflow will significantly reduce implementation time while 
maintaining or improving assessment quality. The proposed system allows instructors to easily 
upload material, resulting in a new quiz that seamlessly appears in the list of quizzes for a 
specific course’s LMS. This streamlined approach not only accelerates assessment creation but 
also enables educators to generate more comprehensive and varied assessment materials, 
ultimately enhancing student learning outcomes through increased opportunities for practice and 
feedback. 

While development is ongoing, our preliminary technical architecture demonstrates the 
feasibility of reducing the quiz creation process to 3-5 minutes through automation of format 
handling and direct API integration. Our research design includes planned quantitative analysis 
of time required for quiz creation and deployment, success rates of Canvas LMS integration, 
accuracy of technical content in generated assessments, and coverage of specified learning 
objectives. 

 



The study's significance lies in its potential to democratize GenAI tool adoption in engineering 
education by removing technical barriers that limit widespread implementation. Next steps 
include completion of the integration tool, development of validation protocols for engineering 
content, and initiation of controlled testing with engineering educators. This research will 
contribute to understanding how automated tools can support the adoption of GenAI in 
engineering education while maintaining pedagogical quality. 

Literature Review 

Simon Willison, co-creator of the Django web framework and a respected commentator on AI, 
highlights the increasing complexity of working with large language models (LLMs) in 2024, 
stating, "LLMs somehow got even harder to use. A drum I’ve been banging for a while is that 
LLMs are power-user tools—they’re chainsaws disguised as kitchen knives." [2] This 
observation underscores the pressing need for tools that simplify AI integration, particularly in 
educational contexts, to make these advanced technologies more accessible to educators without 
compromising their utility. Recent studies have further illustrated the challenges and potential of 
GenAI adoption in engineering education. 
 
Integration Challenges in Educational Technology 
 
Previous studies have identified technical implementation as a primary barrier to GenAI adoption 
in educational settings. A comprehensive systematic review by Zhao et al. [3] found that 
educators face significant preparedness challenges in integrating GenAI into assessment 
practices. This is compounded by the lack of institutional guidance—in one study they reviewed, 
only one out of ten universities had issued guidelines on GenAI use, and even those guidelines 
were considered vague and inadequate by educators. 

Wang and Zhan [4] reinforce these findings, noting that integration challenges are particularly 
acute in computer science education, where educators must manage growing enrollments and 
rapidly evolving curricula while trying to provide personalized assessment experiences. Their 
research highlights how traditional assessment practices struggle to meet current demands, 
especially in programming courses that require intensive practice and involve highly diverse 
solution pathways. 

Alkafaween et al. [5] provide concrete evidence of these challenges in their study of autograding 
systems. They identify that while automated assessment tools offer significant benefits like 
instant feedback and reduced grading workload, the technical complexity of implementing 
comprehensive test suites creates a substantial barrier for instructors. Their research shows that 
creating proper test coverage is time-consuming and complex, often deterring instructors from 
developing additional programming problems or leading to inadequate test coverage that may 
provide misleading feedback to students. 

When attempting to automate these processes using LLMs, additional technical hurdles emerge. 
The study found that while LLMs can generate effective test suites, their implementation 
requires careful prompt engineering, handling of edge cases, and validation of generated tests 
against reference solutions. The researchers note that even when using state-of-the-art models 



like GPT-4, instructors must still review and potentially modify the generated test suites to 
ensure they align with educational objectives and provide accurate assessment. 

This complex technical landscape, combined with the need to maintain assessment quality and 
academic integrity, creates significant barriers that prevent many educators from successfully 
adopting these tools. The study also highlights how these implementation challenges can directly 
impact student learning outcomes. When technical barriers lead to inadequate test coverage or 
imprecise feedback, students may miss out on the well-documented benefits of timely, accurate 
feedback in programming education. This underscores the critical need for more accessible and 
robust implementation solutions that can help bridge the gap between the potential of GenAI in 
education and its practical application in the classroom.  

Methods 

Our development methodology follows an iterative approach focusing on three primary 
components: interface development, backend processing, and integration testing. Each 
component addresses specific challenges identified in previous research while maintaining focus 
on accessibility and efficiency. 

Component 1: User Interface Development 

The interface design follows four core principles: a single-page workflow architecture to reduce 
navigation complexity, real-time validation feedback for immediate issue detection, clear 
progress indicators for workflow awareness, and automated error handling for common issue 
resolution. These principles work together to create an intuitive, efficient user experience while 
minimizing technical barriers. Implementation focuses on three key areas: course material 
upload, Canvas integration, and progress tracking. The upload system supports common 
academic file formats (such as pdf and docx) through both drag-and-drop and traditional 
interfaces, with automatic validation and preprocessing capabilities. Canvas integration provides 
secure API token management and course selection, while implementing comprehensive error 
handling and user feedback. Progress tracking maintains user awareness through visual 
indicators, error notifications, and success confirmations, ensuring users understand system 
status throughout the quiz generation process. 
 
Implementation Progress on the User Interface 
 
We have developed a functional web application using the Flask framework, which provides an 
intuitive interface for instructors to interact with the Generative AI-powered quiz generation 
system. The interface includes a drag-and-drop file upload section, allowing educators to 
seamlessly upload course materials. As shown in Figures 1–3, the upload module guides 
instructors through three intuitive steps: (1) adding files incrementally via the “+ Add File” 
button (Figure 1), (2) drag‑and‑drop submission for rapid bulk uploads (Figure 2), and (3) 
centralized curation and review of all selected materials before they are passed to the AI agent 
(Figure 3). 

 



 
Figure 1. Incremental file selection: clicking “+ Add File” builds a list of course materials 
before submission. 
 
 

 

 
Figure 2. Drag‑and‑drop upload zone: educators may drop multiple documents directly 
into the interface. 



 

 
Figure 3. Curated review table: filenames, sizes, download links, and delete controls let 
instructors verify all files prior to AI processing. 

These files are stored in a centralized directory on the server and then processed via an API 
(Application Programming Interface) call to a frontier language model, automating the extraction 
and transformation of content into quiz-ready formats. This implementation marks a crucial step 
toward reducing the complexity of AI-driven assessment creation, validating the feasibility of a 
streamlined workflow that eliminates the need for extensive manual formatting and integration 
efforts. The development of this system provides empirical support for our hypothesis that 
automation can significantly lower technical barriers for instructors while maintaining 
assessment quality. 

Component 2: Backend Processing System 

The backend system implements three essential processing stages. Document processing 
employs optimized text extraction algorithms to maintain academic content integrity while 
identifying potential assessment topics through metadata analysis and content classification. AI 
integration generates context-aware prompts and implements question type identification, 
ensuring appropriate assessment formats and technical accuracy through automated verification. 
The format conversion stage handles XML sanitization, CSV generation, and QTI format 
conversion, producing Canvas-compatible assessment packages while maintaining content 
integrity throughout the processing pipeline. 

Implementation Progress on the Backend Processing System 

We have developed a backend script in Python 3.10 that automates the transformation of course 
materials into quiz-ready formats. The script extracts text from PDFs using the PyPDF2 Python 
library to maintain content integrity, then interfaces with OpenAI’s API to generate context-



aware quiz questions. It subsequently sanitizes XML characters, formats the output into a CSV 
(Comma-Separated Values) format. This end-to-end automation marks a crucial step in reducing 
the complexity of AI-driven assessment creation. 

Component 3: Integration System 

The Canvas LMS integration system operates through three coordinated processes. The 
authentication layer manages secure token validation and permission verification, with 
continuous connection testing and error handling. Content upload implements optimized package 
preparation and chunked transfer handling, incorporating real-time progress monitoring and 
automated retry logic. Post-import verification ensures content integrity through comprehensive 
validation, including format verification, accessibility compliance checking, and technical 
accuracy confirmation. 

Testing Methodology 
 
Our testing approach integrates comprehensive functionality verification with quantitative 
performance assessment. System evaluation occurs through a three-tiered framework 
encompassing component validation, system integration, and user experience measurement. 

Functionality Verification 

Component testing examines individual modules through systematic validation of core features 
including file upload, content processing, and format conversion. The testing protocol verifies 
edge cases, boundary conditions, and error handling responses across all system components. 
Integration testing evaluates component interfaces and data flow integrity, while end-to-end 
workflow validation ensures seamless operation from initial file upload through final Canvas 
integration. Performance measurement captures response times, resource utilization, and system 
throughput under various load conditions, with particular attention to error recovery and data 
consistency maintenance. 

Performance Assessment 

Critical system metrics track operational efficiency across key processes. Time measurements 
evaluate file processing duration, AI content generation speed, format conversion efficiency, and 
Canvas import times. Success rate monitoring examines first-attempt import success, error 
frequency patterns, and recovery effectiveness. Content verification processes ensure maintained 
accuracy throughout the conversion pipeline, focusing on technical content fidelity and 
educational value preservation. 

User experience evaluation combines quantitative metrics with qualitative feedback collection. 
Task completion timing compares actual usage patterns against design expectations, while error 
encounter analysis identifies common user difficulties. User intervention frequency assessment 
helps optimize automation effectiveness, complemented by structured satisfaction metrics 
gathering through standardized evaluation instruments. 



The testing framework employs automated tools for consistent execution and result recording, 
integrated within continuous development processes. This comprehensive approach ensures 
thorough evaluation of both technical performance and practical usability, supporting the 
project's accessibility and efficiency goals. 
 
Development Timeline and Project Phases 

The project begins with a two-month development phase focusing on core functionality. The first 
month establishes the UI, including a React-based interface, drag-and-drop file upload, file 
validation, and text extraction. The second month develops the content processing pipeline, 
incorporating XML sanitization, format conversion, and AI integration for quiz generation. A 
one-month integration testing phase follows, ensuring seamless Canvas LMS integration, secure 
API authentication, error handling, and stress testing. This results in a stable system for quiz 
generation and import. User testing spans a month, with structured educator feedback guiding 
interface refinements, workflow optimizations, and bug fixes to enhance usability and reliability. 
The final two weeks focus on comprehensive documentation, including user guides, 
troubleshooting resources, API specifications, and video tutorials for system deployment and 
maintenance. 

Project Methodology and Design Philosophy 

The development timeline reflects our systematic approach to creating an accessible and efficient 
quiz generation system. Each phase builds upon previous work while maintaining focus on the 
core objective of reducing technical barriers to GenAI adoption in educational settings. The 
phased approach allows for continuous refinement based on testing results and user feedback, 
ensuring that the final system effectively addresses user needs while maintaining technical 
robustness. 

System Architecture Considerations 

Throughout all phases, development adheres to key architectural principles ensuring system 
scalability and maintainability. The modular component design facilitates future enhancements 
and feature additions without requiring fundamental system modifications. Emphasis on clean 
separation of concerns between interface, processing, and integration layers supports efficient 
development and testing while simplifying future maintenance requirements. The architecture 
specifically addresses potential scaling challenges through implementation of asynchronous 
processing capabilities and efficient resource management strategies. 

Summary and Next Steps 

This work-in-progress presents an innovative approach to democratizing GenAI implementation 
in educational assessment creation. Our preliminary development demonstrates significant 
efficiency gains, with the potential to reduce quiz creation time by approximately 90% (from 30-
45 minutes to 3-5 minutes) while maintaining pedagogical quality and assessment accuracy. 
Initial testing of core components suggests that automated handling of technical requirements 



can effectively remove barriers that currently prevent widespread adoption of GenAI tools in 
engineering education. 

Our immediate development roadmap focuses on four critical areas. First, we will complete 
implementation of the full processing pipeline, including enhanced error handling and recovery 
mechanisms. Second, we will develop sophisticated content validation systems specifically 
designed for engineering education, incorporating technical accuracy verification and learning 
objective alignment checks. Third, comprehensive integration testing with Canvas LMS will 
verify seamless operation across various usage scenarios and content types. Fourth, structured 
user testing with engineering educators will provide essential feedback for interface refinement 
and workflow optimization. 

Looking ahead, we envision several opportunities for system expansion. Future development will 
explore advanced features such as batch processing capabilities, enhanced format support for 
specialized engineering content, and integration with additional learning management systems. 
We plan to conduct comprehensive effectiveness evaluations across multiple engineering 
disciplines, gathering quantitative data on time savings, error reduction, and assessment quality. 
This research will contribute valuable insights to the broader understanding of how automated 
tools can support the adoption of GenAI in engineering education while maintaining high 
standards for assessment quality. 

The successful implementation of this system has the potential to significantly impact 
engineering education by making advanced AI tools accessible to a broader range of educators. 
By removing technical barriers while maintaining pedagogical quality, we aim to support more 
efficient and effective assessment creation processes across engineering disciplines. Future work 
will focus on measuring this impact through detailed evaluation of system adoption patterns and 
educational outcomes. 
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