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Research Brief: Fundamental Engineering Course Instructors’ Beliefs on Test Question 
Design 

Introduction 

 Heavy test usage in concept-heavy fundamental engineering courses (FECs) has been 
well documented in engineering education [1], [2], [3]. We argue that because of the benefits [4], 
[5], [6] and disadvantages [7], [8], [9], [10], [11], [12], [13], [14] shown in literature about 
testing, pragmatic and intentional use of testing should be considered instead of “defaulting” into 
heavy test usage in FECs [15]. At the same time, tests can play crucial role in assessing certain 
types of knowledge and promoting retention of foundational knowledge that helps with 
developing conceptual understanding [4], [6], [16]. With these considerations, we argue the need 
to be more intentional with test usage, which includes test design [15]. To begin to address this, 
we conducted empirical research to explore FEC instructors’ beliefs on how they designed their 
test questions. Expanding literature on instructors’ beliefs is crucial in promoting intentional test 
design as research has shown such beliefs can shape teaching behaviors in classrooms, and 
understanding test design beliefs can assist in improving test design. In this brief, we focus on 
test question design, and we answer the following question: What are the beliefs of test question 
design of seven FEC instructors?  

Literature Review 

 Testing as educational assessments has been a highly debated topic that we argue should 
be treated with care, with the eventual decisions by instructors to use, design, implement, and 
improve testing in classroom should be done pragmatically and intentionally based on existing 
literature. Research has generally shown that tests can be featured heavily in engineering 
classrooms, with researchers describing this heavy use as “testing culture” [1], “gatekeepers” 
[17], [18], and implied to be the default assessment [2], [3]. There have been movements in the 
general education community to call for using various assessment approaches along with testing 
to assess students, which have shown to have positive impact on student outcomes in the 
classrooms [19], [20], [21], [22]. We propose that the engineering education community should 
consider using various approaches in addition to testing to have a more robust picture of 
outcomes of their students.  

 Such stance is based on extensive research on testing from multiple vantage points. 
Looking at the benefits, tests have shown to promote the testing effect [4], [5], [6], [16], assess 
procedural and algorithmic knowledge appropriately [7], and get students to prepare and study 
[8], [16]. From other vantage points, there have been calls for diversifying assessments from 
various perspectives, including classroom assessment to support student learning [23], [24], [25]. 
These tend to stem from studies that have shown disadvantages for students caused by poorly 
designed and administered tests, such as employing study approaches that tend to focus on 
recalling instead of understanding [7], [9], [26], [27], [28], focusing on fear of failure due to 
worrying about the outcome instead of the preparation [10], [11], [29], and test anxiety that can 



lead to avoidance achievement and underperformance [12], [13], [14], [30], [31], [32], [33], [34]. 
These vantage points all contribute substantial perspectives into this debate, and subsequently 
our call for a more intentional and pragmatic approach in testing in engineering classrooms.  

 Intentional and pragmatic testing has been explored in education with promising 
outcomes, such as frequent testing [35], [36], [37], [38] and two-stage exams [39], [40]. Another 
perspective of intentional and pragmatic testing is test design research, specifically on test 
question design, which is abundant in engineering education. However, much research focuses 
on procedures of what kind of new design is being done and lacks explanations of the beliefs 
behind why such new design is used and created [41]. There have been documentations of 
different question types and evaluations of the different question types. Specifically, the question 
types focus a lot on multiple-choice, constructed-response, and conceptual-based questions [42], 
[43], [44], [45]. Engineering exams tend to use both constructed-response, or workout questions, 
and multiple-choice questions [46], and research in higher education tends to compare both of 
these types. Workout questions are questions where students, given a context, have to construct 
their solutions based on engineering concepts [47], [48]. Some argue that constructed response 
can assess students thinking skills as compared to multiple-choice questions, specifically that 
multiple-choice questions can elicit memorization among students in their study habits and 
preparations for the exams [31], [49]. Research has also shown that students tend to prefer 
multiple-choice questions due to the ease of “guessing” [50]. Ultimately, there are continuous 
debates on both types of test question. Conceptual questions, which can be designed in both 
constructed response or multiple choice, are considered a way to address students’ rote 
memorization in testing [51], [52]. Research on conceptual questions is scarce generally, but 
there has been documented attempts to incorporate these types of questions in engineering, such 
as concept inventories [53], [54], [55], [56] and concept explanations [52]. In addition, due to the 
Covid-19 pandemic, test design research has also documented the changes made to adapt to 
virtual learning [57], [58], [59]. All in all, documented research shows wide amount of the new 
design and innovations. However, a comprehensive study on instructors’ beliefs explaining why 
these designs and innovations in tests does not appear to be widely studied, and our study will 
contribute to this literature domain. 

Methods 

 We used secondary data analysis on an existing multi-case data set for this study (Figure 
1), as approved by the Institutional Review Board (IRB) of the authors’ institution. The original 
multi-case study involved seven FEC instructor participants (or cases) engaging in the research 
to explore their test usage beliefs and behaviors. The data set consists of two interviews, course 
syllabi, and tests used in the courses from each instructor, which aligns with Yin’s case study 
research methodology on answering the research questions with multiple sources and types of 
data [60], [61]. The interviews, each happening a few months apart to allow us to analyze the 
document data, were collected to understand the participants’ thoughts on their test usage, while 
also expressing their behaviors on how they used tests in their FECs [62], [63]. The document 



data of course syllabi and tests used provided insights on how the participants used, designed, 
and administered their tests, giving us views of the unspoken behaviors the participants 
demonstrated [64], [65].  

 
Figure 1: The secondary data analysis process in relation to the original study. 

 Secondary data analysis can serve many purposes in education research, with some 
including answering different research questions with existing data set, having new researchers 
analyzing the data for potentially new insights, and having the same researchers analyzing the 
data they collected after a certain period of time [66], [67]. Our interpretations of secondary data 
analysis aligned with the third reason, considering we both have transformed positionalities since 
the data were collected in the year 2021, which led to different interpretations and emergence of 
findings on test design. Illustrated in Figure 1, our secondary data analysis involved a new 
process of cross-case analysis that used the codes and case profiles from the original analysis as 
the foundation for us to re-analyze the data set. 

 The analysis process of the secondary data analysis involved taking the excerpts and 
codes from the original analysis (Figure 1 and Table 1). We collected all excerpts that were coded 
with relevant to each other, such as test definition and implementation, connections with 
learning, problem-based questions, test format, and others from both interview and test 
documents. We conducted thematic analysis (across seven cases with cross-case) based on these 
codes and excerpts, leading to test question design being the overarching theme to describe these 
seven instructor participants’ beliefs and behaviors on test question design.  

 



Table 1: The codes and some example excerpts that lead to emergence of “Test Question Design” as the code for this 
manuscript presented in the Findings section.  

 Interview Transcripts Test/Exam Documents 

Original Analysis Codes 

• Test definition or implementation 
(format/type and procedure) 

• Test connections with learning 
outcomes 

• Problem-based questions or 
workout problems 

• Test format/type 
• Test procedure 
• Conceptual-based questions 

Example Interview 
Excerpts of Document 
Descriptions 

P2: “…I try to do a lot of short 
quick like concept kinds of 
things, … I can test if they know a 
concept; Those tend to be a lot 
more on the concepts related to the 
course … to get around the 
cheating…” 

P2: Used conceptual questions 
that had students show 
understanding of relationships of 
variables within a thermodynamic 
equation; if a variable increases, 
how would other variables 
change. 

P5: “… statics were concerned 
about the fundamental application 
of equilibrium and so we're really 
investigating and making sure that 
the students were posing the 
question, do you understand how to 
visualize a force, can you find in 
components in any coordinate axes, 
and then how can you properly 
attribute the forces in and all the 
spaces. Because of these focuses 
for the most part statics exams all 
have workout problems…” 
 

P5: Used all workout problems in 
their exams, with no conceptual 
questions. 

 

Findings 

 We found two groups of cases from the seven participants on how they designed their test 
questions, as presented in Figure 2. Two participants, P3 and P5, only used workout questions 
while the rest complemented the workout questions with conceptual questions (Figure 2).  

 For both P3 and P5, they expressed their goal to assess student problem-solving 
processes. P3 said that these workout problems got students to apply equations or knowledge the 
students have learned to solve a problem and obtain the final answers. P3 emphasized that 
students should be able to solve problems, saying that: “That [actually solving problems] is fairly 
useful for engineers … [to] prove … that it's [a bridge designed] not going to fall down the first 
time someone steps on it, and that they can do that accurately…” P3 made a strong emphasis on 
the need to assess their students’ problem solving process since it was a crucial skill for an 
engineer. P5 also had similar belief in justifying their use of only workout questions, but they 
argued from the perspective that students needed to understand the concept well to be able to 
find information for use when they became engineers in the future: 



“Because it's a very problem solving based field … because in these classes we're 
teaching them very specific concepts that we want them to know coming out, or at least 
be able to understand and talk about intelligently; you might not ever remember 
specifically how to do certain kinds of problems right, but you would know enough that if 
you picked up a textbook you could refresh yourself on how to do it….” 

 
Figure 2: The two groups emerged on beliefs and behaviors of test question design. 

 Both P3 and P5 also discussed the workout questions that helped with providing partial 
credits for the students, with both arguing that conceptual questions tend to be restrictive in terms 
of grading, with the idea that partial credits emphasize the importance of the problem-solving 
process. P5 described this “heavy emphasis on the process,” arguing that “if [the students] 
followed all the steps correctly and showed that they knew what to do, P5 would take a point off 
just that they notice that there was something wrong, but not to really punish that kind of a 
mistake.” P3 also explained similarly, explaining that they “want[ed] to be able to highlight those 
mistakes [that students made] because in practice, if a student tells [them] a bridge could hold 50 
cars, but it could actually only hold five cars, that's a real problem when [one] opens that bridge 
and put 50 cars on it. It's just a little mistake … but it has a real impact.” Overall, both P3 and P5 
expressed strong opinions about using only the workout questions because of their focus to 
assess their students’ problem-solving skills. 

 As for the remaining participants, they all explained the need to complement workout 
questions with conceptual questions for reasons that involve needing to assess different 
knowledge and to counter student pattern matching when solving workout questions. P1 and P4 
both valued concepts and students understanding of them. From P4, they said that: 

“[the students] understand[ing] the concepts does not mean they understand how to solve 
it, because there are two different things [understanding and solving].” 



P1 shared similar beliefs, expressing that he also focused on whether “students really understand 
the basic concepts.” Other participants discussed the need to counter pattern matching among 
their students in the workout questions. P3 and P7 both raised this concern, with P7 explaining 
that: 

The kind of [test questions] … is not the best way to do that because students really 
perceive it as how well they can memorize a homework problem, as opposed to really 
understanding them. That's why I try to incorporate more concept questions. 

P7 argued that having conceptual questions could assess their students conceptual understanding 
since P7 implied that conceptual questions may not be easier to pattern match. P7 used multiple-
choice format to identify misconceptions among their students. P3 also explained similarly, 
arguing that concept question “is a little more challenging to get [students] to [work on] … 
especially to get around the cheating.” P3 mentioned cheating as one of the reasons to use 
conceptual questions, which we interpreted as similar to pattern matching. All participants in this 
group had implied or mentioned the need to assess their students problem-solving skills with the 
use of workout questions, like the two participants who solely used workout questions. The 
differences were that the participants in the second grouping wanted to ensure a different way to 
assess student and address pattern matching or cheating among their students. 

Discussions and Implications 

 Test question design research has focused a lot more on implementing new design 
without a comprehensive understanding of the beliefs that shape these designs. Our research has 
contributed to this domain by showing the different beliefs that our participants explained in their 
use of workout questions and conceptual questions. Our findings have shown consistent 
arguments about the use of workout questions to assess problem-solving problems [31], [48], 
[49]. In terms of findings for complementing concept questions with workout questions, our 
findings have added to literature since there has not been much literature on the topic as far as we 
are concerned. Some participants used multiple-choice concept inventories as their conceptual 
questions to complement workout questions [53], [55], [56]. In addition, we also found the 
nuanced belief systems that our participants showed in test question design, such as the need to 
assess different knowledge [7], [68] and the need to address pattern matching [26], [27], [69], 
[70]. Our findings also align with some recommended effective practices, such as Suskie’s [71] 
where assessments should focus on thinking and performance skills (participants’ want to 
improve students’ problem-solving skills and assess different knowledge with different test 
design). Overall, our studies have contributed to a more detailed exploration of instructors’ 
beliefs in test question design. 
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