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WIP: Analyzing the Effects of AI-powered Tools on  
STEM Learning and Pedagogical Research 

Introduction 
Artificial intelligence (AI) has emerged rapidly as a transformative force in engineering 

education, particularly in pedagogical research. While numerous studies have explored AI’s 
effects on learning outcomes in early education settings—such as kindergarten, primary, and 
secondary schools—evidence of its efficacy in higher education is still limited [12, 15]. Existing 
educational AI tools face limitations in fostering meaningful conversations, as their responses 
often lack the natural interaction and adaptability of human communication [22, 23]. This 
work-in-progress paper utilized an AI-driven survey tool to enhance STEM learning outcomes, 
with a focus on fostering collaborative skills that are critical in today’s educational landscape. By 
comparing traditional, static reflective prompts with dynamic, AI-generated survey prompts, this 
research aims to evaluate how generative AI can promote deeper engagement and meaningful 
learning in higher education. 

Effective teamwork is a fundamental component of STEM learning, especially given the 
growing emphasis on collaboration and communication skills in higher education. Yet,  many 
college students face challenges in addressing complex, real-world problems due to insufficient 
collaborative abilities. Research has shown that while collaborative learning environments 
enhance problem-solving, reflective, and critical thinking skills, many students struggle with 
group dynamics and effective teamwork due to unequal participation and reliance on stronger 
team members, limiting their ability to address real-world challenges [7, 8].  

To tackle this issue, we have developed an innovative AI-driven open-ended reflective 
tool that dynamically generates personalized questions based on students’ prior responses, 
instructional context, and educational theories surrounding effective teamwork. This 
work-in-progress paper presents preliminary data on the impact of a reflection instrument on 
biomedical engineering students using a randomized controlled trial. Analysis of four 
representative examples of student conversations highlights both the strengths and limitations of 
AI-powered tools in STEM education. We hypothesize that students will reflect deeper when 
prompted with personalized questions. AI-generated prompts encourage diverse reflections, 
engage students, and support regulatory learning, and the tool effectively rephrases questions to 
enhance engagement. Our methods and AI survey provide insights into the potential of AI in 
STEM education research and have contributed to further studies [14]. 

Methodology 
Participants and Demographics​  

The study involved 38 students enrolled in the BME 2081 Experiential Learning Seminar 
course during the Fall 2024 semester, a 1-credit advanced biomedical engineering course with a 
design concentration. The cohort was predominantly women (72.97%) and racially and 
ethnically diverse. Additionally, 60.5% of students reported having at least one parent with a 
master’s degree or higher, indicating a majority with familial exposure to advanced education. 
Comprehensive demographic data can be found in Appendix G. 
Course Structure and Teamwork Instruction 

Students were explicitly taught teamwork skills through lectures, shared value setting, 
and structured exercises. They participated in group projects designed to simulate real-world 
problem-solving scenarios, including the Desert Island Activity. In this activity, teams of four to 
five students were provided with a box of essential supplies and tasked with collaborating on a 
survival scenario: rescuing and treating “Leah,” a fictional team member with a severe leg injury. 



Each team member assumed a unique character role with specific abilities and backstories. 
Working under resource constraints and time pressure, teams developed a strategy to address 
Leah’s medical needs, fostering collaboration and teamwork. 
Reflection and Experimental Design 

Following the Desert Island Activity, students engaged in reflection exercises addressing 
teamwork dynamics and course learning objectives. Reflection prompts were divided into two 
groups: (1) Predefined Question Group: Students answered predefined questions developed 
collaboratively by the research team and course instructors and (2) Generative AI Question 
Group: Students responded to AI-generated questions. Questions 2-5 were dynamically 
generated based on students’ prior responses, while the first question mirrored the predefined 
group for consistency.​ The AI-powered reflection tool, integrated into the Qualtrics platform, 
was deployed six times throughout the course, generating over 700 individual responses. Unlike 
traditional AI educational tools, this Qualtrics-based tool adopts a more conversational approach, 
helping to mitigate bias. Using the same platform also enables direct comparisons between static 
and AI-generated questions. 
Data Collection and Analysis 

A total of 735 student responses were collected across the Predefined and AI-generated 
Question Groups. Our analysis focused on identifying patterns and variations in how students 
regulated their motivations and emotions related to teamwork. This investigation drew on 
theories of learning regulation [1, 2, 16-18], emphasizing three categories: self-regulated learning 
(SRL), co-regulated learning (CoRL), and socially shared regulation of learning (SSRL). SRL 
reflects students’ efforts to regulate their own behaviors, emotions, or motivations to enhance 
teamwork. CoRL involves students supporting or influencing their teammates’ emotional states 
or actions to foster mutual progress. SSRL occurs when teams collaboratively engage in 
regulatory processes, such as setting shared goals, negotiating roles, or resolving conflicts. 

The data was analyzed using quantitative coding of instances of SRL, CoRL, and SSRL 
across responses, comparing their frequency between the predefined and AI-generated prompt 
groups. This was complemented by a qualitative thematic analysis to uncover other ways in 
which the students engaged in the reflective process with the two tools. From the dataset, three 
exemplary cases were selected from each group for in-depth analysis, representing common 
patterns and emphasizing notable differences between the two groups. These cases, detailed in 
Appendices A–E, provided a rich lens through which to examine how different prompts 
influenced reflective practices. 

While evidence of reflective ability, particularly related to teamwork has been 
understudied, we adopt Boud’s framework for “good” reflection, the analysis also evaluated the 
depth and authenticity of student reflections, looking for evidence of “processing their 
experience in a wide range of ways, exploring their understanding of what they are doing, why 
they are doing it and the impact it has on themselves and others [19].” AI-generated prompts, 
designed to adapt to students’ prior responses and instructional context, were hypothesized to 
encourage deeper reflection by facilitating a balance between emotional and cognitive 
engagement. The questionnaire and methodology of this study were approved by the IRB at 
Cornell University (IRB0148748).  

Preliminary Results 
The analysis revealed that AI-generated questions effectively encouraged some students 

to reflect from multiple perspectives—individual, team, and teammate-oriented. In Summary of 
Reflection 1, AI prompts such as "You," "Your team," and "Your team members" facilitated a 



shifting in focus, prompting students to examine their roles within the group and the impact it 
has on themselves and others. This approach elicited action-oriented responses, such as “We are 
trying to” and “I suggested,” and emphasized collaborative processes, as seen in phrases like 
“Collaborating with other members.” These responses align with principles of regulated learning 
theory [1,2,16-18] and “good” reflective practice [19], demonstrating the AI tool’s capacity to 
prompt reflections that draw from multiple perspectives. The dynamic framing of questions in 
this conversation highlights the effectiveness of AI in fostering deeper engagement with 
team-related reflections. 

 
Summary of Reflection 1: Questions 2-5 were AI-generated. Bolded phrases emphasize the diversity in question 
framing and the student’s responses (See Appendix A for the complete transcript). 

 

The Summary of Reflection 2 shows how adaptable question phrasing can foster deeper 
student reflection. AI-generated questions successfully introduced new vocabulary and reframed 
existing topics, increasing clarity and engagement. For example, Q4: “How did distributing 
leadership responsibilities contribute to the activity?” got a superficial response (R4) that 
described leadership distribution in broad strokes without going into personal details. However, 
rather than repeating the word “distributed leadership”: the AI rephrased it in Q5, asking, “How 
did the rotation of leadership roles aid in leveraging individual strengths?” This linguistic shift 
elicited a significantly more deeply reflective and personal reaction (R5), with the student 
stating, “I got it now!! I wish I could change my previous answer.” The reframing allowed for a 
more in-depth reflection of their experiences, allowing them to articulate a wider range of 
opinions and team goals.  

 
Summary of Reflection 2: Questions 4 and 5 were AI-generated. Bolded phrases emphasize the diversity in word 
choices and the student’s responses (See Appendix B for the complete transcript). 



Despite the benefits of AI-generated prompts, some issues persist, notably with 
repetitious phrases. As seen in Summary of Reflection 3, repetitive use of similar language 
reduced student involvement and the depth of responses. In Question 2, the word “equal 
contribution” produced a detailed and thoughtful response (R2) with specific examples. 
However, the AI used the same phrase in future questions (their remarks in Q4: “This answer is 
short because I have typed a very similar response for the past 3 question Q3-Q5), phrasing it to 
questions associated with collaboration, decision-making, consensus-building, and 
problem-solving. This lack of variance resulted in repeated responses, restricting the student’s 
capacity to offer new perspectives. The student appeared to be frustrated by the repetitive 
language, as evidenced by ns” and in Q5: “As I stated before”. These findings suggest that while 
dynamic prompts can enhance engagement, overly repetitive phrasing risks undermining the 
depth and richness of reflection. Such lack of engagement with the reflective process from the 
student is also observed in static questions, highlighting a common phenomenon that motivated 
us to personalize the AI tool. 

 
Summary of Reflection 3: Questions 2-5 were AI-generated. Bolded phrases highlight the repetitiveness in question 
framing (See Appendix C for the complete transcript). 
 

Predefined questions, as analyzed in Conversations 4–6, consistent approach to eliciting 
reflections. For instance, prompts like “Describe three things that you learned” encouraged 
students to elaborate, however, we found that the responses often followed a structured format 
with sequential markers such as “First,” “Second,” and “Last.” While this facilitated organized 
reflections, the depth of analysis was often limited. For example, responses lacked critical 
self-assessment, which Boud defines as “the involvement of students in identifying standards 
and/or criteria to apply to their work and making judgements about the extent to which they have 
met these criteria and standards [19] nor actionable insights, focusing instead on descriptive or 
affective statements like “I enjoyed” or “I did not enjoy.” 

 

In Reflection 4, R3 is characterized by sequential phrases such as First, Second, and Last; 
similar patterns can be found in Reflections 5 and 6 (see Appendices D, E, and F). 

 



Summary of Reflection 4: All questions were predefined. Question 3 specifically required enumerated responses, 
facilitating structured reflection (See Appendix D for the complete transcript). 

Aside from Q3, the other predefined questions in Reflection 5 effectively encouraged 
students to make actionable suggestions and share their thoughts and opinions. Statements like “I 
am looking forward to next week’s activity” and “Improving by planning design would save time” 
show a thinking and a focus on developing future methods. Reflection 5 demonstrates how these 
predefined questions can also help students reflect on their learning results and suggest 
actionable steps for future growth.  

 
Summary of Reflection 5: All questions were predefined. The bolded sentences illustrate the students’ 
comprehensive reflections on the course (see Appendix E for the complete transcript). 

However, in comparison to AI-generated questions, predefined prompts appeared to place 
less focus on SRL. While students considered the constraints of their assigned responsibilities 
and the benefits of working with a team of leaders, their replies frequently lacked actionable or 
self-evaluative verbs, such as “I tried” or “I suggested.” Instead, subjective expressions such as 
“I enjoyed” or “I did not enjoy” were more common, implying that, while predefined questions 
facilitate systematic reflection, they may not fully motivate students to critically assess their 
actions and strategies from multiple perspectives within the team setting. 

 
Summary of Reflection 6: All questions were predefined, eliciting strong reflections on teamwork, collaboration, 
and communication. (See Appendix F for the complete transcript.) 



Discussion 
The findings highlight both the strengths and limitations of AI-powered tools in 

facilitating STEM students’ learning processes. AI-generated prompts effectively promoted 
diverse reflections, engaging students by eliciting thoughtful responses and supporting regulatory 
learning by prompting them to evaluate their team contributions. These tools demonstrated the 
ability to generate varied questions by rephrasing language, enhancing engagement. However, 
care should be taken to ensure the reading level and language complexity are appropriate, 
avoiding jargon that might hinder comprehension—something less common with predefined 
questions. 

The study also identified challenges. A key issue was the perceived artificiality of the 
AI-generated prompts. Students often found the overly formal and structured tone unnatural, 
detracting from the reflections’ authenticity [5, 13]. Prompts such as, “That’s an interesting 
perspective. Can you elaborate on how letting others take the lead impacted the way the team 
communicated and made decisions?” felt rigid and included implied judgments uncommon in 
predefined prompts. Repetition of similar phrases further reduced engagement, with comments 
like, “I have already answered this,” underscoring how redundancy stifled interest. The prompts 
appeared to occupy an “uncanny valley,” where they were neither fully human-like nor clearly 
AI-generated. This ambiguity may have caused discomfort, as students perceived them as 
lacking both natural flow and the clear pedagogical intent of predefined questions. 

The findings have important pedagogical implications. AI-generated prompts can deepen 
reflections by encouraging students to consider multiple perspectives and critically evaluate their 
learning. They also foster regulatory learning by prompting engagement with motivations, 
emotions, and actions. Research suggests that coached reflection enhances the learning process 
[24]. And stronger engagement with the reflection process may also produce higher-quality data 
for education research [14].  

Overall, significant improvements are needed to enhance these tools. Algorithms should 
either mimic predefined prompts more closely or adopt a more natural, conversational style to 
address the perceived artificiality. Better prompt engineering can reduce redundancy and 
maintain engagement. Future work includes conducting further qualitative analysis across 
responses from the entire class as well as comparative studies across different disciplines, student 
demographics, and educational settings, which would provide broader insights into the 
generalizability of these findings. 

Limitations and Future Work 
​ A limitation of this study is the small sample size, which affects the generalizability of 
the findings. To address this, we have refined the system prompt and deployed the updated AI 
tool to a new student population, with plans for continuous deployment throughout the 2025 
academic year to multiple courses across STEM disciplines. This expansion will help improve 
the robustness and applicability of the results. Additionally, because the reflection was part of a 
graded assignment, it is difficult to determine whether students were genuinely engaging with the 
reflection or simply fulfilling a requirement. We, therefore, plan on also developing a codebook 
to define what constitutes a “good” reflection. This codebook will incorporate established 
theories of effective reflection, such as those proposed by Boud, Gibbs, and Kolb [19, 20, 21], 
along with emergent themes derived from student data, faculty values, and learning objectives.  
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Appendix A: Full Transcript of Student A’s Conversation 

 



Appendix B: Full Transcript of Student B’s Conversation 

 
 
 
 
 



Appendix C: Full Transcript of Student C’s Conversation 



Appendix D: Full Transcript of Student D’s Conversation 

 
 

 



Appendix E: Full Transcript of Student E’s Conversation 

 

 



Appendix F: Full Transcript of Student F’s Conversation 



Appendix G: Class Demographic Data 

 
 



Appendix H: Example AI Question Generation Prompt 

 
 

 



Appendix I: AI-Powered Survey Student Interface Examples 
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