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Work in Progress: Enhancing Transparency in Educational
Decision-Making using XAI Technique

Introduction

In the evolving landscape of education, the integration of data-driven insights using Educational
Data Mining (EDM) techniques has revolutionized how educators understand and enhance
learning processes. EDM is an interdisciplinary field that uses techniques from data analysis,
machine learning, and statistics to extract insights from educational data [1]. These advances have
enabled significant progress in innovative educational practices, such as personalized learning,
and predictive analytics[2]. However, a prominent constraint of most EDM techniques is the lack
of transparency[3] in their decision-making process.

Most traditional data mining algorithms, such as classification, have the tendency to provide high
prediction accuracy in various educational tasks, such as predicting student performance (e.g.,
[4]), detecting learning disabilities (e.g., [5]), and recommending learning content based on
learning styles (e.g., [6]). However, these algorithms act as “black boxes”, often don’t provide
reasoning behind their decisions. This lack of transparency can be a challenge for educators and
researchers who need to understand the underlying factors that influence the outcomes of these
decisions. For example, if an algorithm identifies a student at risk of failing in a classroom
without explaining the factors contributing to this decision. It would be harder for the instructor to
determine whether the prediction is based on attendance, grades, or other factors, making it
harder to provide the needed support.

Without this transparency and understanding, the full potential of data mining techniques to
extract data-driven insights in education remains untapped. This limitation highlights the
necessity of techniques that can reveal how traditional data mining algorithms make decisions, a
field known as Explainable AI (XAI). XAI addresses this challenge by improving the
interpretability of data mining algorithms. Hence, the objective of this study is to understand how
XAI can enhance the transparency of EDM algorithms, which can help educators and researchers
make informed decisions to improve student learning outcomes.

The remainder of the paper first briefly discusses previously used EDM techniques and the need
for XAI. After that, data collection, data pre-processing, implementation of EDM techniques on
processed data, and results of implementing XAI are covered. In the end, we discuss our study's
findings and limitations.

Literature Review

In recent years, educational institutions and researchers have increasingly used EDM techniques
to understand various aspects of students' learning and enhance their learning experience
[7][8][9][10][11]. For example, studies have used classification techniques to understand the
different groups of learners [e.g.,[12][13]]. Also, ensemble learning techniques (e.g., Random
Forest) have been used to understand students' performance on tasks [14][15]. Furthermore, the
prediction of students' dropout rate is another critical area of application of EDM techniques. For
example, Adejo et al. used a heterogeneous multi-modal ensemble approach to predict student
academic performance and help identify students at risk of dropping out [16]. Another study used
a Neuro-Fuzzy Algorithm for predictive analysis to understand student retention in an
engineering program[17].



Another significant application of educational data mining is examining students' mental health,
enabling early intervention. Several EDM techniques, such as Random Forest (RF), Naive Bayes
(NB), Support Vector Machine (SVM), K-Nearest Neighbor (KNN), Ensemble methods, and
Linear Discriminant methods, have been employed by researchers to identify students' mental
health problems[18][19][20]. As evident from the literature, significant progress has been made in
extracting learning analytics using EDM techniques. However, a persistent challenge is the lack
of transparency in how these models make decisions. Sujan et al. [21] argued that although data
mining algorithms can provide high accuracy, their “black boxes” nature makes it difficult for
educators to understand the underlying factors of their decisions. In this regard, XAI has emerged
as a solution to this transparency issue. Recent efforts to integrate XAI into educational data
mining have been limited but promising.

SHAP (SHapley Additive exPlanations)[22] is an XAI technique widely used to explain model
predictions in various domains, including education. This technique quantifies the contribution of
each factor (or feature) that influences an AI model's decision, increasing its transparency and
interoperability. Yeonju Jang et al. [23] used XAI to enhance understanding of at-risk students. In
this study, SHAP global explanations identified specific homework evaluation scores as the key
predictor, while local explanations highlighted specific assignments and peer enrollment as the
most important features to find at risk students. Researchers concluded this insight could help
educators provide targeted support. Asma Ul Hussna et al. [24] applied SHAP to assess the
impacts of COVID-19 on students' social lives, mental health, and education using a range of
predictive models. These studies show the growing importance of SHAP in making complex
models more interpretable, thereby enhancing the transparency of educational data mining
processes.

Despite significant advancements in EDM algorithms, the integration of XAI techniques, such as
SHAP, remains limited, with most studies focusing on a single application. This paper addresses
this gap by demonstrating the applicability of XAI across three distinct EDM scenarios:
predicting students' self-reported physical health status, academic success and dropout risk, and
overall academic performance[25][26][27]. Each scenario is analyzed using a separate dataset,
focusing on classification tasks while incorporating SHAP to enhance interpretability and
transparency.

Methods

The first dataset includes data on 886 Swiss medical students, and 20 characteristics such as
students' demographics (age, sex, etc.), study details (weekly study hours), personal status
(partner, job), health metrics (self-reported health, depression, anxiety) and empathy/burnout
scores. The second dataset has the data of 4,423 students, with 37 features that include students'
marital status, previous qualification, nationality, parents' qualifications, etc. The third dataset has
data of 80 students with 16 features, such as gender, nationality, place of birth, and classroom
participation (raised hands, visited resources, announcements viewed, discussion participation),
etc. A detailed description of each dataset is given in Appendix A.

Firstly, the necessary pre-processing procedures were conducted, such as applying various
undersampling/oversampling techniques, e.g., SMOTE (synthetic minority oversampling



Table 1: Binary Classification Results of Medical Students' mental health dataset
Model Accuracy F1 Score Recall Precision
Decision Tree 0.73 0.82 0.76 0.89
Random Forest 0.74 0.82 0.87 0.78
Logistic Regression 0.67 0.75 0.81 0.69
Multilayer Perceptron 0.71 0.79 0.79 0.80
XG Boost 0.67 0.77 0.76 0.78
Ada Boost 0.71 0.79 0.76 0.81
Naive Bayes 0.71 0.78 0.73 0.84

technique) [28] to deal with class imbalance problem of datasets. After that statistical analysis
and data visualization tasks were performed, and subsequently various EDM algorithms were
applied. Finally, SHAP (i.e., XAI technique) was applied to provide global explanations for the
decision-making process of EDM algorithms [29].

Experiments

Medical Students' mental health dataset

The self-reported physical health status of participant(1-5) was used as the dependent variable for
this dataset with 1 means very dissatisfied, and 5 means very satisfied. Scores of 1-3 were
considered as class 0 (low health index), and 4-5 as class 1 (high health index) for binary
classification. The results of applying the EDM algorithms to this dataset are shown in Table 1.
We found that RF achieved the highest accuracy (0.74) therefore SHAP explanations are
generated for RF model using the original dataset (without SMOTE), and are discussed in the
Results and Discussion sections.

Students' dropout and academic success dataset

In this dataset, there are three main classes in the dependent variable, showing whether a student
“graduated” (class 0), stayed “enrolled” (class 1) or “dropped out” (class 2) at the end of the
normal duration of an undergraduate degree. Therefore, the task in this data set is multi-class
classification. Table 2 shows the result of applying different EDM techniques for this task. We
found that XG Boost achieved the highest accuracy (0.79) therefore SHAP explanations are
generated for XG Boost model using the original dataset (without SMOTE), and are discussed in
the Results and Discussion sections.

Students' academic performance dataset

For this data set, students' end-semester exam marks, were used as the dependent variable. The
student's marks in the end-semester exams are divided into three classes: low (class 0), medium
(class 1), high (class 2), making them suitable for a multi-class classification problem. The results
of applying the EDM algorithm to this data set are shown in Table 3. We found that XG Boost
achieved the highest accuracy (0.85) therefore SHAP explanations are generated for XG Boost



Table 2: Multi-Class Classification Results of Students' dropout and academic success dataset
Model Accuracy F1 Score Recall Precision
Decision Tree 0.71 0.65 0.65 0.65
Random Forest 0.76 0.70 0.71 0.70
Logistic Regression 0.74 0.70 0.70 0.70
Multilayer Perceptron 0.68 0.63 0.63 0.63
XG Boost 0.79 0.73 0.74 0.72
Ada Boost 0.74 0.69 0.69 0.70
Naive Bayes 0.63 0.61 0.62 0.63

Table 3: Multi-Class Classification Results of Students' academic performance dataset
Model Accuracy F1 Score Recall Precision
Decision Tree 0.79 0.78 0.78 0.78
Random Forest 0.83 0.82 0.83 0.82
Logistic Regression 0.81 0.81 0.83 0.79
Multilayer Perceptron 0.76 0.75 0.77 0.74
XG Boost 0.85 0.85 0.86 0.84
Ada Boost 0.80 0.79 0.79 0.79
Naive Bayes 0.77 0.77 0.79 0.76

model using the original dataset (without SMOTE), and are discussed in the Results and
Discussion sections.

Results and Discussions

Figure 1: SHAP summary plots highlighting key features and their impact on RF's decisions for
each class in the medical students' mental health dataset



Figure 2: SHAP summary plots highlighting key features and their impact on XGBoost's decisions
for each class in the students' dropout and academic success dataset

For each dataset, we used SHAP-based methods for feature selection by training models on the
entire data set to generate SHAP values. In this method, SHAP values are computed for each data
point, which are then aggregated to find the average absolute SHAP value for each feature. This
value indicates the feature's overall impact on model predictions. By ranking features in
descending order based on their average absolute SHAP values, we identified the most important
features for each data set[30]

For medical student data set, average absolute SHAP values showed that cesd (Center for
Epidemiologic Studies Depression scale of the participant (self-reported depression level)) and
stat i (State-Trait Anxiety Inventory scale of the participant (self-reported anxiety level)) are the
top two most important features impacting the perceived health status of students.

After finding the overall most important features, we generated SHAP summary plots for this data
set to highlight key features for each class and their relationships with that class. In SHAP
summary plot, y-axis ranks features by importance, while the x-axis represents SHAP values for
these features. Each point corresponds to a data row. Fig. 1 shows that high cesd values (red
points) have positive SHAP values for class 0, meaning high cesd favors class 0, while low cesd
(blue points) favors class 1. Similarly, high stai t values favor class 0, and low values favor class
1. This indicates students with higher cesd and stai t scores are more likely to belong to class 0
and vice versa. These findings align with prior research [31], showing that mental health issues
often lead to physical health problems, increasing our understanding of mental and physical
health issues faced by college students.

For the academic success and dropout dataset, SHAP values identified curricular units approved
in the second semester as the most important feature. Fig. 2 shows higher values of it negatively
correlate with class 0, moderately positive with class 1, and distributed between moderate positive
to moderate negative with class 2. This suggests students with fewer approved units in the second
semester are more likely to graduate on time, aligning with prior studies and enhancing our



Figure 3: SHAP summary plots highlighting key features and their impact on XGBoost's decisions
for each class in the students' academic performance dataset

understanding of factors impacting students academic success[32].

For the student academic performance dataset, SHAP values identified VisitedResources as the
most important feature. Fig. 3 shows its relationship with each class: higher values have a strong
negative correlation with class 0, a moderate positive correlation with class 1, and a positive
correlation with class 2. This suggests that students who access resources more frequently tend to
perform better. These findings align with previous studies, enhancing our understanding of factors
influencing student performance [33].

In summary, SHAP values identified key factors influencing student mental health, academic
success and dropout rates, and academic performance, aligning with prior studies. Previous
studies mostly showed the important features; however, this study also showed their specific
relations with each class. Hence, the specific contributions of this work are providing guidelines
for future researchers to employ the XAI technique to enhance their finding's transparency and
interpretability.

Conclusion and Future Directions

RF achieved the highest accuracy for the first dataset, highlighting cesd and stati as key features.
For the second and third datasets, XGBoost performed best, with SHAP identifying curricular
units approved in the second semester as critical for academic success and dropout prediction and
visited resources as the top factor for academic performance. These findings show how XAI
enhances transparency in EDM algorithms, helping educators understand student outcomes.
Since it is an exploratory study, a limitation is the reliance on a single dataset per application,
which may limit generalizability, and transparency may be skewed if the dataset is biased. Other
limitations include focusing only on classification problems and studying only the top 1-2
features. Additionally, this work only includes global interpretability. Future work will expand to
regression problems and incorporate local interpretability techniques like LIME and Eli5.
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A Appendix A: Data sets feature names, abbreviations and Data types



Table 4: Details of Medical Students' mental health dataset

Feature Abbreviation Type
age Age of participants numerical
year Year of study of the participant nominal
sex Gender of the participant nominal
glang Language spoken by the participant nominal
part Does participant have a partner nominal
job Does participant have paid job nominal
stud h Hours of study per week of the participant numerical
health Self-reported health status of the participant nominal
psyt Psychological distress score of the participant nominal
jspe Job satisfaction score of the participant numerical
qcae cog Cognitive empathy score of the participant numerical
qcae aff Affective empathy score of the participant numerical
amsp Academic motivation score of the participant numerical
erec mean Empathy rating score mean of the participant numerical
cesd Center for Epidemiologic Studies Depression scale of the participant numerical
stai t State-Trait Anxiety Inventory scale of the participant numerical
mbi ex Maslach Burnout Inventory-Exhaustion scale of the participant numerical
mbi cy Maslach Burnout Inventory - Cynicism Scale of the participant numerical
mbi ea Maslach Burnout Inventory - Professional Efficacy Scale of the participant numerical

Table 5: Details of students' dropout and academic success dataset

Feature Abbreviation Type
Marital status The marital status of the student nominal
Application mode The method of application used by the student nominal
Application order The order in which the student applied numeric
Daytime/evening attendance Student attends classes during the day or in the evening nominal
Previous qualification Student’s qualification before enrolling in higher education nominal
Nationality The nationality of the student nominal
Mother’s qualification qualification of the student’s mother nominal
Father’s qualification qualification of the student’s father nominal
Mother’s occupation occupation of the student’s mother numeric
Father’s occupation occupation of the student’s father numeric
Displaced Whether the student is a displaced person numeric
Educational special needs Whether the student has any special educational needs numeric
Debtor Whether the student is a debtor numeric
Tuition fees up to date Whether the student’s tuition fees are up to date nominal
Gender The gender of the student nominal
Scholarship holder Whether the student is a scholarship holder nominal
Age at enrollment The age of the student at the time of enrollment nominal



Table 6: Details of students' academic performance dataset

Feature Abbreviation Type
Gender Student’s gender nominal
Nationality Student’s nationality nominal
PlaceofBirth Student’s Place of birth nominal
StageID Section student belongs nominal
GradeID Grade student belongs nominal
SectionID Classroom student belongs nominal
Topic Course topic nominal
Semester School year semester nominal
Relation Parent responsible for student nominal
raisedhands How many times the student raise hand on classroom numeric
VisITedResources How many times the student visits content numeric
AnnouncementsView How many times the student checks announcements numeric
Discussion How many times the student participate on discussion groups numeric
ParentAnsweringSurvey Parent answered the surveys which are provided from school or not nominal
ParentschoolSatisfaction The Degree of parent satisfaction from school nominal
StudentAbsenceDays The number of absence days for each student nominal
Class Level of student depending upon obtained marks nominal


