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Integration of Conversational Agents into Learning Management Systems: A 
Systematized Literature Review 

 

Abstract 

The integration of conversational agents in educational settings has increased significantly in 
recent years, particularly within higher education institutions. Integrating these agents with 
Learning Management Systems (LMS) or Virtual Learning Environments (VLE) offers a 
strategic solution to challenges such as increased cognitive load and technology fatigue among 
students. Moreover, engineering education and education researchers play a crucial role in 
incorporating conversational agents within pedagogical frameworks, due to their unique position 
at the crossroads of technology and education. This systematized literature review aims to 
explore how these agents are being integrated into current educational platforms and the 
significant impact engineering educators can have in advancing this innovation. By employing 
an extensive database search, abstract review of 275 articles, and full article review of 90 
articles, multiple researcher involvement, and both inductive and deductive thematic coding, this 
review reveals three main findings: (1) There has been a sharp increase in publications related to 
conversational agents over the past three years, indicating a growing interest in their 
development and integration, primarily outside the United States, with Python being the 
dominant programming language for its prototyping flexibility; (2) Platforms like Moodle, 
Blackboard, OLAT, and Google Classroom have the most integrations, indicating easier 
integration with these technologies; (3) There is a noticeable lack of discussion on learning 
theories among these studies, with most authors coming from computer science and STEM 
fields, which highlights a significant gap in interdisciplinary collaboration. This gap emphasizes 
the urgent need for more educational specialists and engineering educationists to ensure that 
conversational agents effectively enhance learning. 

 

Introduction 

The integration of conversational agents in educational settings has grown significantly over the 
past years, with implementations rising sharply across higher education institutions. These 
Artificial Intelligence (AI) powered tools offer promising ways to engage and support students 
through personalized interactions and immediate feedback, enhancing the learning experience by 
providing a dynamic, responsive educational environment [1], [2]. However, the rapid adoption 
of these technologies also presents challenges, such as increased cognitive load and technology 
fatigue among students. Current literature points to the need for careful consideration in 
implementing these agents to avoid overwhelming users and compromising educational 
effectiveness [2].  



Integrating conversational agents with Learning Management Systems (LMS) or Virtual 
Learning Environment (VLE) represents a strategic approach to some of these challenges. LMS 
and VLE platforms serve as central hubs for educational content and interaction and provide an 
established infrastructure for deploying AI-powered support. However, it is not sufficient as 
research also indicates that successful integration depends on aligning with existing pedagogical 
frameworks, setting clear educational objectives, and ensuring a seamless user experience [2].  

Engineering education plays a pivotal role in integrating conversational agents within 
pedagogical frameworks, given its position at the intersection of technology and education. 
Previous studies, such as those by [3], highlight that engineering instructors are keen to adopt 
new technologies in their teaching. This enthusiasm is likely due to their solid grasp of both 
technological and educational strategies essential for effective instruction, positioning them as 
ideal early adopters of AI conversational agents in educational settings. Consequently, this 
systematized literature review focuses on how these agents are being integrated into existing 
educational platforms and the significant role that engineering educators can play in advancing 
this innovation. Understanding these dynamics is essential for planning our future steps in this 
evolving field. 

Literature Review:  

Previous literature reviews on conversational agents in educational settings have explored a 
broad range of aspects, from technological implementations to the integration of learning 
theories and their pedagogical applications. Studies such as those conducted by [2] have delved 
into the roles of conversational agents across various interdisciplinary research domains, 
shedding light on their diverse applications in education. Tanvir and Kim’s [4]  review on 
chatbots in programming courses found that none of the articles that implemented chatbots in 
education included pedagogical underpinnings, and suggested building chatbots on educational 
frameworks and learning taxonomies such as Bloom’s taxonomy, Universal Design for Learning 
(UDL) and training teachers to effectively integrate chatbots in their classrooms. 

Findings from these reviews suggest that conversational agents can significantly enhance the 
learning experience by offering personalized interactions and immediate feedback. Research by 
[2] and [5] emphasizes the agents' roles in facilitating effective human-computer interaction and 
applying educational theories to meet diverse learning needs. However, challenges such as 
increased cognitive load, technology fatigue, and concerns about data privacy and the reliability 
of AI chatbots pose significant hurdles. Cultural and educational context differences also affect 
the adoption and impact of AI technologies in educational settings, as highlighted by [6], 
pointing to the need for context-sensitive approaches. 

There is a consensus among researchers about the necessity for extended studies into the long-
term effects of conversational agents [2], [4]. There is an ongoing need to understand how these 
agents influence learning outcomes over time and how their integration into educational systems 



can be optimized. Researchers, including Freeman and Aoki [6], stress the importance of 
designing conversational agents that are pedagogically effective and that ethical frameworks 
should guide their implementation. In their literature review, Freeman and Aoki [6] build on the 
understanding of how to optimize these systems, explores theories that provide a framework for 
the use of pedagogical strategies and ethical considerations in deploying these agents. 

With this context in mind, this study conducts a systematized literature review, focusing on three 
research questions to address the effective implementation and integration of conversational 
agents in current educational hubs (LMS or VLEs) education and current contributions of 
engineering educators to these applications: 

RQ1: What is the purpose of conversational agents integrated or developed for LMS?    

RQ1.1: What learning phase can be inferred from the purpose of the agent?   

RQ2: What is the justification (if any) provided for conversational agents to be integrated or 
developed for LMS or VLE? 

RQ3: What learning framework or theory is mentioned in the articles? 

RQ4: What is the role of engineering education in developing these conversational agents? 

Through this inquiry, we aim to bridge the current knowledge gap regarding conversational 
agents in engineering education, ensuring their potential is fully realized in enhancing 
educational outcomes. 

 

Theoretical Framework 

The learnability model  in [7] offers a robust framework for exploring the pedagogical 
framework that leads to the implementation of conversational agents in educational settings. This 
model is particularly effective because it integrates multiple learning theories—behaviorist, 
cognitive, constructivist, and social constructivist—each of which provides a distinct lens 
through which the functionality and pedagogical efficacy of LMS can be evaluated. These are 
segmented into four distinct phases in the framework: Behaviorist, Cognitive, Individual 
Constructivist, and Social Constructivist. Each phase contributes uniquely to the learning 
environment, ensuring both technical and pedagogical aspects are addressed to optimize the 
learnability of the system. 

Behaviorist Phase: This phase sets the foundation, focusing on direct instruction where students 
learn the basic functionalities of the LMS through structured, teacher-guided activities. The aim 
is to build comfort by navigating and using the system effectively. 

Cognitive Phase: Transitioning from basic use to deeper engagement, this phase involves 
activities that challenge students to use the LMS for problem-solving and critical thinking, 



tailored to their level of understanding, enhancing their ability to interact with and process the 
content. 

Individual Constructivist Phase: Emphasizing self-directed learning, this phase supports tasks 
that simulate real-world applications, encouraging learners to apply their knowledge in practical 
contexts. It promotes self-reflection and personal knowledge construction, enhancing intrinsic 
motivation. 

Social Constructivist Phase: The final phase integrates social learning, where students 
collaborate and engage in discussions and group activities. This phase uses the social features of 
the LMS to enrich learning through peer interactions and community feedback, solidifying the 
knowledge constructed in earlier phases. 

Methods 

To address the research questions, we will use a systematized literature review according to the 
PRISMA framework as proposed by [8]. Therefore, the stages are the following. First, we found 
alternative terms used for chatbots and Learning Management Systems and formed queries for 
our searches in the databases. Next, we consulted the databases ERIC, Compendex, INSPEC, 
Scopus, Web of Science, and ACM Digital Libraries, searching the titles, abstracts, and 
keywords of articles. Table 1 shows the number of initial hits for each database. We used the 
following search query: 

( TITLE-ABS-KEY ( "Learning Management System" OR "LMS" OR "Learning Management 
Systems" OR "Moodle" OR "Blackboard" OR "Canvas" OR "Google classroom" OR "D2L" OR 
"BrightSpace" OR "iSpring" OR "Absorb" OR "Docebo" OR "Schoology" OR "Seesaw" OR 
"Edmodo" OR "Teachfloor" OR "WeSchool" OR "Alma" ) AND TITLE-ABS-KEY ( "chatbot" OR 
"chatbots" OR "chaterbots" OR "conversational agent" OR "conversational agents" OR 
"pedagogical agent" OR "pedagogical agents" OR "smart tutor" OR "smart tutors" ) ) 

Table 1 Number of Initial Hits for each Database 

Database Date of search Initial Hits 
Scopus Sep 23, 2024 150 
Web of Science Sep 23, 2024 29 
ERIC Sep 23, 2024 14 
ACM Digital Libraries Sep 23, 2024 01 
Compendex  Sep 23, 2024 189 
INSPEC  Sep 23, 2024 117 

 

We then removed duplicates and limited our search to peer reviewed documents. This is 
followed by a review of the abstracts to ensure that the papers are relevant to our research 
questions. To select the articles for review, three criteria were used. The articles must 1) be peer-



reviewed, 2) describe the actual conversational agent and LMS i.e. not just be a literature review, 
3) the conversational agent and LMS must be integrated or connected. 

Each member of the group reviewed the abstracts separately, after which we consolidated the 
results of the abstract review and came to a consensus about articles where there was a 
disagreement among the members. Then we removed the articles we did not have access to. For 
the full paper review data concerning year of publication, authors affiliation, target populations, 
countries of affiliation, type of agent, type of environment that the conversational agent is 
integrated into, technology used to develop the conversational agent were considered. Then a 
deductive thematic analysis [9] was used to infer the learnability phase [7] and inductive 
thematic analysis [9] to report the justification of the development of the agent. 

Results  

The findings of this study are organized into distinct subsections. We will discuss the general 
results, which provide an overview of the key findings across all aspects of the study. Followed 
by detailed sections dedicated to each of the four research questions, presented sequentially as 
RQ 1, RQ 2, RQ 3 and RQ 4. 

General results: 
 
After consulting the databases ERIC, Compendex, INSPEC, Scopus, Web of Science, and ACM 
Digital Libraries with custom queries, we found 500 articles. Upon removing duplicates and 
limiting our search to peer reviewed documents we found 275 unique articles. Each member then 
reviewed the abstracts separately to ensure that the papers were relevant to our research 
questions, after which we consolidated the results of the abstract review and came to a consensus 
about articles where there was a disagreement among the members. In all, both members initially 
disagreed on 23 articles, and reached an agreement after reading their abstracts together and 
discussing them. This resulted in 120 articles to review in full. Out of these, we did not have 
access to 18 articles, thus limiting our full review to 102 articles.  

During a full review of the 102 articles, a further 12 articles were rejected as the conversational 
agent described was not integrated or connected with a VLE or LMS, or not having a 
conversational agent, LMS or VLE or not containing enough information about the 
conversational agent. Thus, a total of 90 articles were included in the detailed analysis. The 
PRISMA flow diagram for this entire process is shown in Figure 1. 

From these 90 articles a complete article review was performed by one of the researchers after 
agreement on the data extraction was reached on the first five articles reviewed by both 
researchers. Of those 90 articles an increasing number of papers have been published in the last 
six years, with peaks in 2019 and 2023 (see Figure2). In addition, there are four countries that 
have the largest number of publications on this topic which are Italy, Brazil (9 each), UK and 
Indonesia (4 each) (see Figure 2).  



 

Figure 1 PRISMA flow Diagram for Systematized Literature Review adapted from [8] 

Additionally, of the 90 articles reviewed, 40 articles discussed integration with a Learning 
Management System (LMS), 27 articles explored integrations with Virtual Learning 
Environment (VLE) while 4 used the terms LMS and VLE interchangeably. The remaining 
articles mentioned integrating with a Web portal, Serious Games, and an e-Learning 
environment, among other terms. Among those focusing on LMS, 29 articles specifically 
addressed integration with commercial systems such as Moodle, Blackboard, OLAT and Google 
classroom, which were the most mentioned. The remaining 61 articles dealt with integrating 
conversational agents into custom LMS platforms or VLEs. 
 

  

Figure 2 The distribution of the number of selected articles by year (Left), Heat Map of author Contributions to Selected 
Articles by Country (Right) 



In terms of technology used, nine articles used Dialogflow with NLP, 24 used NLP or Artificial 
Intelligence Techniques other than LLMs, while five articles mentioned using LLMs. Another 17 
articles only mentioned technologies such as LINE, Telegram, Java, Flash etc. but did not 
specify NLP, AI, or LLMs in developing the chatbot. Five articles used multiagent systems such 
as JADE, Jack, Jadex, etc. Interestingly if filtering by the last three years since LLMs have been 
released to the public, 14% of articles published during 2022, 2023, and 2024 used LLMs. Some 
articles did not provide any information about the technology they used (n = 28). 
 

RQ1: What is the purpose of developing conversational agents?  

Four themes emerged from the purpose of the conversational agents, the first one was improving 
the learning experience for the students by making it more interactive and engaging with the 
help of conversational agents (n = 13) as seen in [10], [11], [12]. The second one was basic 
learning assistance, which means helping students find information more easily or helping with 
logistical tasks (n = 11). The third one aimed to personalize and adapt the learning to the 
learner’s knowledge level and learning needs by recommending appropriate learning tasks to the 
learner (n = 12) [13], [14], [15]. Finally, some of them saw the potential of conversational agents 
to target students' retention by identifying learners who were struggling to prevent students from 
dropping out (n = 1) [16]. 

 

RQ1.1: What learning phase can be inferred from the purpose of the agent? 

As mentioned above, the Behaviorist Phase is where students learn basic system functions 
through teacher-guided instruction. The Cognitive Phase deepens engagement by challenging 
students to use the LMS for problem-solving and critical thinking. The Individual Constructivist 
Phase promotes self-directed learning, encouraging practical application of knowledge and 
personal reflection. Finally, the Social Constructivist Phase emphasizes collaboration and peer 
interaction, using the social features of the LMS to enhance learning and solidify knowledge. 
Table 2 shows some of the articles and the quotes that helped infer the phases of [7] learnability 
model. 

In addition, at a general level, the most prominent phase was Cognitive with 32 number of 
articles, followed by Behaviorist with nine, however for most articles there was an overlap 
between them classifies into having two phases, with nine containing Behaviorist & Cognitive 
phases, seven Cognitive & Individual Constructivist, five Cognitive & Social Constructivist, and 
five Behaviorist, Cognitive & Individual Constructivist phases.  Only two articles mapped to 
Cognitive, Individual Constructivist, & Social constructivist phases (see Figure 3). Ten articles 
did not map to any phase. 

 



Table 2 Learnability Framework or Theory mentioned in selected articles 

Reference Learning 
framework or 
Theory 

Quote 

[17] page 1 Cognitivism “The preparation of cognitivist learning paths aimed at the acquisition of 
subject related knowledge and skills” 

[18] page 1 Cognitivism “We programmed STUART to meet reactively and proactively students’ 
main demands, based on the corpus of interactions scenarios on previous 
courses” 

[19] page 481 Cognitivism, 
social 
constructivism 

“Collaborative learning is an active and student-centered process, who 
expresses ideas, articulates thinking, develops representations, elaborates 
cognitive structures and engages in a social validation process regarding 
his/her new knowledge in collaboration with peers.” 

[20] page 2 
 

Cognitivist, 
Socio-
constructivist 

“To develop and experiment learning paths leveraging different 
approaches (e.g: cognitivist, socioconstructivist) through significant 
online interaction; To design learning environments able to support ever 
changing learning paths and processes that teachers and tutors can adapt 
to arising needs.” 

[21] page 1 Constructivist 
 

“Through analysis of constructivist learning theory, we present a new 
learning strategy with pedagogical agent. Based on this strategy, we take 
CG course in practice as an example to implement our multi-user 
application for individual learning and collaborative learning” 

[22] page 1 Cognitivist “Our model provides the agents with a cognitive architecture to make 
sound reasoning on its knowledge base” 

[23] page 1 Socio-cognitive “Pedagogical agents for social music learning in Crowd-based Socio-
Cognitive Systems” 

 

 

 

Figure 3 Venn Diagram showing phases applicable to Selected Articles 



RQ2: What is the justification (if any) provided for conversational agents to be integrated or 
developed for LMS or VLE? 

In the inductive thematic analysis of integrating conversational agents into educational systems, 
three main themes emerged: supporting educational actors, technical reasons, and research and 
data acquisition. The first theme, supporting educational actors, includes the most direct 
benefits for students and instructors. The primary subtheme, Further Support Students Outside of 
the Classroom, appeared in 55 articles, highlighting the role of conversational agents in 
providing ongoing, personalized support beyond the classroom. For example, one article 
suggested that these conversational agents can support students 24/7 [24]. The subtheme Improve 
Students' Written Skills, mentioned in 3 articles, focuses on enhancing students' writing through 
interactive feedback. Another subtheme, Helping Instructors, noted in 2 articles, describes how 
conversational agents help teachers by automating routine tasks and answering frequent 
questions. 

The second theme, technical reasons, relates to improving the infrastructure within educational 
systems. The main subtheme, Enhance the LMS, mentioned in 11 articles, is about using agents 
to improve Learning Management Systems, recognizing shortcuts of these platforms such as 
differences between different instructional design approach [13], [17], or difficulties accessing 
information [25]. Accessibility, discussed in 2 articles, refers to being able to comply with 
accessibility features. Finally, one article mentioned that there is Dominance of LMS Over Other 
Systems, suggesting using agents to give an LMS an edge over other platforms. 

The third theme, research and data acquisition, found in 6 articles, focuses on using 
conversational agents for educational research by collecting data on students. The research 
proposed was both educational [13] and technical [26]. 

RQ3: What learning framework or theory is mentioned in the articles?  

Most of the articles did not mention learning framework or theories that underpinned the 
development or integration of the conversational agents, however, 15% of them did.  These 
articles included theories such as Self-Regulated Learning (SRL) [14], [27], Self Determination 
Theory (SDT) [28], Vygotsky’s theory of social interaction [19], Vygotsky’s theory of active 
learning and Zone of Proximal Development [18], Cognitivism, Constructivism, Social 
Constructivist, Activity Theory [18], Learning by teaching [29], and Embodied, Situated, 
Distributed Language Learning theoretical framework [30]. 

RQ4: What is the role of engineering education in developing these conversational agents? 

In our review, we found that 20 of the articles did not specify any author affiliation. Among the 
remaining 70 articles, 28 were written by authors from multiple disciplines, showcasing a strong 
interdisciplinary approach. Conversely, 27 articles were authored by teams from the same field, 
with most of these affiliations predominantly within Computer Science and other STEM fields, 



excluding engineering. Among these, roughly five articles had authors affiliated with Artificial 
Intelligence, and about nine articles were related to Engineering disciplines. Additionally, nine 
articles featured unique affiliations with Education-related subjects. Only one article, authored 
by [16], was from the field of Engineering Education. 

Limitations 

The limitations of this review include challenges such as not being able to access some of the 
articles, which could potentially skew the comprehensiveness of our analysis. Additionally, the 
absence of a formal quality assessment for the studies included means that the findings are 
dependent on the integrity and rigor of the published works. While this approach reduces the 
potential for reviewer bias, it also increases the reliance on the quality of the available literature. 
However, it is important to note that this limitation is somewhat mitigated by our exclusive use 
of peer-reviewed sources, ensuring a baseline level of scholarly rigor and credibility in the 
studies that were analyzed. 

Discussion 

Over the past three years, there has been a noticeable increase in the publication of articles 
related to conversational agents, hinting at a surge in their development and integration into 
educational technology. Yet, the geographic distribution of the authors of these articles reveals a 
significant trend: most of the work has been conducted outside the United States, suggesting that 
U.S. educational institutions may have more stringent regulations or different priorities that 
affect the adoption of such technologies. This observation raises questions about the global 
distribution of educational innovations and the factors influencing technological integration in 
U.S. educational settings. 

In terms of technology, there is a prevalence in the use of Python for developing conversational 
agents. This could be due to the increasing use of Python ecosystems in general or a tendency to 
prototype these tools rather than fully implement them. Additionally, the number of studies 
mentioning the use of Large Language Models (LLMs) was unexpectedly low. This discrepancy 
could be attributed to the slow pace of academic publishing or the cautious use of LLMs due to 
concerns about privacy, cost, and cybersecurity, especially when integrating these systems into 
existing educational technologies. It remains to be seen whether future publications will reflect a 
more robust integration of conversational agents built with LLM platforms. In addition, Moodle, 
Blackboard, OLAT, and Google Classroom were the commercial systems with the most 
integrations, which could indicate that these platforms are more prepared to receive integrations 
or offer more plug-and-play solutions. 

Finally, a critical gap persists in literature: the limited discussion of learning theories or 
educational frameworks in these studies. Our findings are consistent with previous literature 
reviews, which also report that only a minority of articles address learning theories or 
frameworks [2], [4]. This gap may reflect either an oversight in reporting foundational 



educational theories or a lack of awareness among researchers. Given that most authors hail from 
computer science and other STEM fields and considering that many of these studies remain in 
the cognitive developmental phase, there appears to be a significant lack of awareness. 
Moreover, only a few studies include educational specialists, and even fewer involve engineering 
educationists, emphasizing the urgent need for interdisciplinary collaboration. Such collaboration 
is crucial to ensure that the development and integration of conversational agents are effective 
and fully leverage the technology's impact on learning. 

Conclusion 

Conversational agents have long been developed for learning management systems, sometimes 
integrated with LMSs and sometimes working separately from LMSs. In our systematized 
literature review we shortlisted 102 articles on conversational agents for LMSs. We found that 
conversational agents for education are developed for reasons mostly falling under one of four 
categories: improving the learning experience for the students by making it more interactive and 
engaging, basic learning assistance, personalizing and adapting the learning, and targeting 
students' retention. These are integrated with LMSs for supporting educational actors, technical 
reasons, and research and data acquisition. However, despite being developed for educational 
settings and for educational purposes, conversational agents are rarely developed explicitly based 
on learning theories or frameworks. The learning framework, if any, is mostly implicit. There is 
potential to intentionally develop and investigate conversational agents for LMSs based on 
learning theories and frameworks suitable for the educational setting. Future work can focus on 
investigating factors affecting long-term use of conversational agents integrated into LMSs. 
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