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Creating Artificial Intelligence (AI) Literacy Learning Outcomes for a 
Quantitative Experimentation Laboratory Course 

Abstract 

In the fall of 2025, Mechanical Engineering and Library faculty at California State University, 
Maritime Academy will develop and pilot Artificial Intelligence (AI) literacy learning outcomes 
within Mechanical Engineering and Physics courses. The university currently does not have 
institution-wide AI literacy learning outcomes or systematic support for AI instruction. In 
preparation, the faculty will collaborate to create an AI literacy framework for courses in which 
students carry out quantitative experimentation. Instructional and assessment materials designed 
to teach students about the uses, ethical implications, and limitations of AI throughout the 
technical paper writing process will be created. Students will practice and evaluate the use of AI 
throughout the experimentation process, including the literature search, interpretation of past 
work, data analysis, and manuscript review.  

This project seeks to advance AI literacy across diverse educational contexts and to provide an 
instructional opportunity to establish an equitable understanding about the application of AI, 
regardless of the level of an individual’s prior exposure. The materials will be designed to be 
applicable in any course where students pair research with quantitative data analysis. This work-
in-progress paper presents the theoretical models and existing research that will inform the 
creation of the AI literacy learning outcomes and framework. This paper uses research on AI 
literacy and competencies across disciplines within and outside of Engineering and Library 
Science to determine the current state and efficacy of AI literacy instruction at the undergraduate 
level. This paper does not explore individual AI tools but rather provides a foundational 
overview of the competencies and skills students need to engage with current and future AI tools. 

Introduction 

A pilot study funded by the California Learning Lab’s AI Fast Challenge will explore the 
application of AI in the classroom, specifically in quantitative experiment-based lab courses.  In 
the Fall of 2025, Library and Mechanical Engineering faculty at California State University, 
Maritime Academy will pilot instructional methods and assessment materials developed for AI 
Literacy.  The courses selected are engineering and physics lab classes at various levels in the 
curriculum, where students are expected to collect data and write reports.  The work includes 
development of instructional modules to explore the use and limitations of AI with literature 
reviews, processing of collected measurements, and report generation.  A variety of these 
modules will be trialed in labs such as mechanical engineering senior experimental methods, 
instrumentation, automation, and electricity and magnetism.  The goal of this project will be to 
create instructional materials for faculty that can in engineering education and more broadly in 
courses where students work with quantitative data.   

A critical goal is to establish the AI literacy learning outcomes and framework from which the 
instructional modules will be developed.  The outcomes will guide the content delivered and the 
assessment of the efficacy of those materials.  This work-in-progress paper presents the 
theoretical models and existing research that will inform the outcomes and framework. This 
paper uses research on AI literacy and competencies across disciplines within and outside of 
Engineering and Library Science to determine the current state and efficacy of AI literacy 
instruction at the undergraduate level. 



AI Landscape 

Prior to the recent introduction of generative artificial intelligence, machine learning has been a 
topic of interest for engineers and scientists for decades. These algorithms were developed to 
model complex systems based on statistical analysis of large data sets. These methods were often 
referred to as using “big data.” The use of machine learning in engineering has been well-
documented throughout the engineering profession. Researchers have examined different 
approaches and applications of machine learning in modeling the physics at the heart of multiple 
fields of engineering design, such as fluid mechanics and heat transfer [1], [2]. Le Clainche et al. 
[3] review the numerous ways that machine learning can be applied to improve aircraft 
performance. Their detailed discussion of the potential application of machine learning and AI 
provides numerous examples of how these tools can be applied across multiple disciplines within 
aerospace engineering, such as fluid mechanics, aerodynamics, aeroacoustics, and combustion.  

However, broader interest in machine learning has been sparked by the release of generative AI 
(GAI) tools in the past few years. Large language models (LLMs) such as ChatGPT or Google 
Gemini have brought machine learning to the creation of text. Similarly, GAI tools for image 
creation, such as DALL-E or Adobe Firefly, allow for the creation of images based on text-based 
queries. In education, this has sparked a great deal of interest among students and faculty in the 
ethical application of this technology in the classroom. In “AI in Higher Ed: Hype, Harm, or 
Help,” Anthology, an educational technology company, surveyed university student leaders 
about student use and perception of AI [4]. Over 30% of university leaders believed the use of AI 
could help “enhance student engagement and interactivity” and “provide personalized learning 
experiences.” Similarly, over 30% of students believed that artificial intelligence could “enhance 
student engagement and interactivity,” provide personalized learning experiences,” and be 
“supportive in helping generate ideas.”  

The biggest change resulting from the introduction of generative AI tools is not the learning 
models but the ease of access for new users. Previously, the successful application of machine 
learning required the development of training data sets and an understanding of statistics and 
coding. The GAI tools discussed above remove the development component and allow the user 
to use the tool without an understanding of the inner workings. In education, this barrier removal 
has meant that students now have new tools available to generate content. The result is that GAI 
tools are far more accessible to the average person who can create a prompt. In addition to the 
wide access, the other groundbreaking change is that there is greater interest in making the 
products from the earlier machine learning research more accessible to the broader user 
community. For example, there is a great deal of potential new applications that have been 
unlocked in the engineering industry as a result of these tools. Onatayo et al. [5] review the 
trends and potential applications for GAI use in architecture, engineering, and construction. The 
paper explores an expanded role for AI tools that can optimize designs, enhance data retrieval, 
and automate repetitive tasks. The authors recommend different approaches, key skills, and 
competencies.  

Higher education has been forced to adapt quickly to all these changes to try to take advantage of 
the new opportunities available while ensuring that student learning still takes place. Over the 
last two years, a large number of papers have been published on the use of generative AI through 
engineering education [6]. Many of these papers have focused on potential applications or 
challenges associated with these tools used in higher education. As GAI tools have become more 
common, researchers have explored applications in the classroom, such as brainstorming [7], 



code generation, and personalized tutoring [6]. Others have explored the ethical implications of 
student use of GAI and how different applications could be considered cheating by allowing the 
student to bypass the learning and critical thinking development expected of them [8]. Another 
area of study is the establishment of a framework for instruction on how to use those tools. This 
includes the development of core competencies for AI literacy prior to the development of 
instructional materials. Equally as important is the development of assessment tools to help 
measure the efficacy of the instruction.  

As this is a rapidly developing field, multiple researchers are developing competencies, 
instructional methods, and assessment tools. Until there is a convergence of best practices, this 
wide array of methods must be reviewed, and tools intentionally selected that best serve the 
learning outcomes.  

AI Literacy 

AI Literacy Definitions 

Hervieux and Wheatley[9] provide a summary of commonly used definitions of “AI Literacy,” 
(see Table 1). Some are broad, focusing on someone’s ability to use and evaluate AI, others 
focus on specific skills, educational contexts, or use cases. AI is so prevalent already, whether 
you want to participate or not, it’s integrated into web browsers, productivity software, and 
social media. The most useful definition for this project comes from Long and Magerko [10], “a 
set of competencies that enables individuals to critically evaluate AI technologies; 
communication and collaborate effectively with AI; and use AI as a tool online, at home and in 
the workplace.” The authors determined this definition to be the most comprehensive and 
relevant for our students. This project will focus on exploration of the use various AI tools 
during the literature search and data analysis portion of their coursework. This definition 
emphasizes one’s ability to critically evaluate AI, while using it effectively and reflect on the 
implications for current and future use.  

Table 1. Definitions of AI Literacy [9] 

 
 



AI Literacy Frameworks and Competencies 

To develop student learning outcomes, a review AI literacy frameworks and competencies is 
needed to shape our project. The academic literature on AI literacy is vast and can be a little 
overwhelming to sift through. The following is a summary of our findings in scholarly literature.  

The most helpful articles in navigating through all the literature were systematic or exploratory 
reviews, where researchers provide summaries of a multitude of academic articles in AI. We 
begin by discussing the broader core conceptual frameworks that were identified. In Ng, et al.’s 
[11] exploratory review of academic literature on AI, they offer four broad aspects of fostering 
AI literacy, based on Bloom’s taxonomy: know and understand, use and apply AI, evaluate and 
create AI, and AI ethics. In a more recent review of the literature, Amatrafi et al [12] similarly 
identified five core constructs in framing AI literacy: recognize (be aware), know and 
understand, use and apply, evaluate, create, and navigate ethically. These frames serve as a 
starting point for determining what the most relevant AI literacy topics are for us. They also 
identified some approaches that focus on digital literacy competencies: AI technology 
knowledge, human actors in AI knowledge, AI steps knowledge, AI usage experience, and AI 
design experience. 

Southworth et al [13] reports on the application of these broader frameworks for the development 
of AI Across the Curriculum program at the University of Florida, where AI is integrated into the 
curriculum campus-wide. What was most helpful from this implementation are the six student 
learning outcomes associated with each category (see Table 2). 

Table 2: The UF AI Literacy Model [13] 

 
 

Kong and Zhang [14] propose a three-dimensional framework for AI Literacy: cognitive (AI 
competencies in using AI to understand the real world), affective (reacting to AI and impact on 
daily lives), and sociocultural (ethics and societal impact). Similarly, Ng et al[15] also proposes a 
broader frame addressing affective, behavioral, cognitive, and ethical domains. Chiu et al [16] 
identified five components of a comprehensive framework: technology, impact, ethics, 



collaboration, and self-reflection. In the K-12 sector there is the AI 5 Big Ideas that help frame 
the approach to learning about AI: perception, representation and reasoning, learning, natural 
interaction and societal impact.  

Next, we reviewed recommended or common AI literacy competencies. In Long and Magerko’s 
[10] seminal paper, they identified 17 core competencies users need to interact with and develop 
AI. Their research is based on a review of academic articles, books, conference papers and grey 
literature. These competencies focus on how AI works, how to identify and recognize AI, 
knowing it’s strengths and weakness, how to use it effectively, in-depth data literacy skills, 
creating and developing AI, and lastly the ethics of using AI and potential global impact. 

In a more current literature review, Chee et al[17], identified 8 AI competencies categories: AI 
device and software, data and algorithmic literacy, problem solving, communication and 
collaboration, AI ethics, career-related competencies, AI content creation, and affective 
competences. Their research shows the AI literature in higher education emphasizes data 
analysis, problem-solving, and AI in the workforce. They also categorized their findings by 
disciplines: technology, engineering, education, communication, medicine, and nursing. For 
engineering the following competency frames in the literature were identified; data and 
algorithmic literacy, problem-solving, career-related competencies, and AI content creation.  

Faruge et al [18] research goes beyond broad categories and literacy frames and recommends 
developing an AI competency model with behavioral anchors. Essentially this is taking an AI 
competency and matching it to a desired behavior that an AI literate user would demonstrate in 
specific use cases (consumer, creator, etc.). 

AI Literacy in Higher Education 

Our project proposes to create opportunities for formal learning in laboratory courses where 
students use quantitative experimentation. We intend to use artifact-based learning, where 
students master AI skills through using AI [19]. However, it is important to recognize that our 
students may already be engaging in informal methods of AI literacy such as community-based 
learning (e.g., informal in-person groups or online discussion forums) and self-directed exercise-
based learning (e.g., online courses that are voluntary and supplementary to a student’s 
coursework)[19]. And some students may have already engaged in self-directed artifact-based 
learning, in which they build and experiment with their own AI projects outside of classroom 
instruction[19]. 

Before we develop instruction plans and curricular materials, it is helpful to consider what 
approaches are being taken in higher education. While this topic is emerging, many of the 
current examples include courses that focus on English composition using AI tools such 
ChatGPT [20], [21] and efforts to teach prompt engineering [22], however our project aims to go 
beyond those specific tools and skills. Following are examples of AI literacy instruction that has 
been integrated into existing courses. 

Fyfe included AI literacy instruction in a course titled “Data and the Human.”[23] With support 
from the University Library in using AI tools, students wrote an essay that integrated content 
from a text-generating language model with an appendix in which student highlighted the parts 
of the essay that were written by AI. 



Lin et al. included a three-week AI course in a general education course that used lectures and 
exercises [24]. The lectures were given by faculty from various disciplines to provide students 
with basic understanding of AI. The final exercise required students to train an AI model and 
apply it to a motor-controlled car kit.  

AI Literacy in Information Literacy Instruction 

AI literacy instruction is also emerging as it relates to information literacy instruction and the 
work that librarians do to support students in the research process. Chaudhuri and Terrones 
implemented three digital initiatives at Cal State LA [25]. These initiatives include a Canvas 
module on avoiding plagiarism while using ChatGPT, a Two-Minute Tutorial on using ChatGPT 
for research, and a research skills webinar that models strategies for using ChatGPT in academic 
research. These digital initiatives model a way that librarians can scale instruction in many 
courses and disciplines. Librarians have also included the use of ChatGPT in curriculum-
integrated instruction sessions [26], [27]. This approach of addressing AI literacy as it overlaps 
with information literacy will no doubt be a continuing trend. 

Mairn [28] provided a suggested integration of AI competencies into the Framework for 
Information Literacy, (see Table 3). James and Filgo [29] also offer a brief overview of where 
ChatGPT specifically fits into the Framework for Information Literacy. Hirvonen [30] provides a 
general overview on what impact AI will have on information environments, emphasizing the 
need public knowledge of AI in efforts to work against the negative societal impacts.  

In Hervieux and Wheatley’s [9] white paper, they interviewed librarians to get a sense of how AI 
is being integrated into information literacy instructions, but it was only 15 librarians. However, 
they propose a useful AI framework for information literacy instruction: 

1. Knowing the basic principles of AI 
2. Understanding the fundamental differences of AI types 
3. Experimenting with AI tools 
4. Reviewing the outputs and outcomes of AI tools 
5. Evaluating the impact of AI on a societal scale 
6. Engaging with AI discourse  



Table 3: AI Literacy Integration into Information Literacy Standards [28] 

 
 

Assessment of AI Literacy Skills 

While our project does not intend to develop new methods of assessing AI literacy, we will need 
to adapt existing instruments to measure the existing AI literacy skills that students have and the 
effectiveness of the instruction we develop. This section examines current and emerging methods 
of assessing AI literacy skills and perceptions. Although discussions of AI literacy have taken on 
a new sense of urgency in many disciplines since the release of Chat GPT in November 2022, in 
2021 Ng et al. [31] found 30 studies that evaluated students’ AI literacy skills, including 
knowledge tests, surveys, and student artifacts. In the past two years, an increased interest in the 
topic has generated the creation and refinement of many new tools. The following are a selection 
of instruments that have been developed and tested since 2022 that may be useful for our project. 

Scales and Questionnaires 

Laupichler et al. created and tested a 38-item, self-reported questionnaire for the assessment of 
non-experts in AI literacy (SNAIL) [32], [33] based on AI literacy courses and books and Long 
and Magerko’s competencies [10]. SNAIL was then used to evaluate an undergraduate AI course 
[34]. 

Ng et al. created a 32-item, self-reported questionnaire called AILQ, that measures AI literacy in 
affective, behavioral, cognitive and ethical domains [35]. Affective questions were meant to 
measure intrinsic motivation, self-efficacy, career interest and confidence. Behavioral questions 
examined intention, engagement, and collaboration. Cognitive domain questions focused on 
thinking skills ranging from lower to higher order levels of Blooms taxonomy. And the ethical 
domain included questions related to AI ethics and AI for social good. 

Wang et al. developed and validated the AI Literacy Scale (AILS) that includes four constructs: 
awareness, usage, evaluation, and ethics [36]. AILS uses a Likert scale to determine confidence 
in these four areas. Hobeika et al. adapted the resulting 12-item scale and translated it into Arabic 
[37]. They tested the scale on university students and found the scale to be valid and reliable.  



Carolus et al. created the Meta AI Literacy Scale (MAILS) with the goal of creating a modular 
instrument that also includes psychological competencies [38]. MAILS uses a Likert scale for 34 
items related to applying AI, understanding AI, detecting AI, ethics, creating AI, AI problem 
solving, learning new AI tools, AI persuasion literacy, and AI emotion regulation. Koch et al. 
validated the scale but proposed a shorter 10-item scale [39]. Mansoor et al. also adapted MAILS 
by reducing the Likert scale from 11 points to a 6-point scale [40]. 

Yaun et al. created a 24-item scale with six sub-constructs at three levels [41]. The scale 
addresses the individual-level cognitive dimensions of AI features, AI processing, and algorithm 
influences; the interactive-level behavioral dimension of user efficacy; and the sociocultural-
level normative dimensions of ethical consideration and threat appraisal. They acknowledge that 
the scale was developed and tested in Mandarin and that future efforts should determine if 
cultural and language-specific nuances were retained in the translation to English. 

Knowledge tests 

Hornberger et al. developed a multiple-choice AI literacy test [42] based on Long and Magerko’s 
competencies [10]. After testing on university students in Germany, they concluded that the test 
was reliable and valid. Their questions and answer key were translated into English and provided 
in an appendix. 

Ding et al. developed a similar test, also based on Long and Magerko’s competencies [10], but 
with true/false answers instead of multiple choice [43]. This test was trialed with participants 
who identified as pre- and in-service teachers in the United States. 

Other 

Knoth et al. developed a holistic AI literacy assessment matrix that includes domain-specific 
items for medicine, engineering, and education [44]. This matrix was based on 
knowledge/cognition, skills/behaviors, and attitudes/values that are adapted for each discipline. 
They acknowledged that the current landscape of developed instruments relies heavily on Likert-
type self-assessments, but that this matrix could be applied to a variety of instrument types. 

Assessment for this project 

We will probably want to include one of the self-reported scales in combination with either a 
knowledge test or an examination of student artifacts. The self-reported scales will provide 
information about students’ perceptions and can be used in a pre- and post-environment. These 
scales may also appeal to instructors who choose to use our OER materials in the future, as they 
have been previously validated and require little effort to adapt and implement. Therefore, these 
instruments provide valuable information about where students are in the process of acquiring AI 
literacy skills to inform instructional needs. However, using a knowledge test or developing 
rubrics that can be applied to student artifacts or observations of student behavior can provide 
more objective assessment data that can lead to the further refinement of lesson plans and course 
curricula. 



Discussion 

Our research shows similarities between overarching AI literacy frames, with a focus on 
foundational knowledge, practical application, and ethical considerations. There’s also a need for 
an effective frame, focusing on attitudes and feelings towards AI. A range of core competencies 
was also identified through our literature search, focusing on digital literacy, technical skills, 
critical thinking, applied contexts, and communication. There is a clear overlap with these 
competencies and information literacy standards and frames. The assessment tools reviewed 
provide a variety of questionnaires and knowledge tests in various formats (Likert, True/False, 
multiple choice), all of which are grounded in core competencies. This has provided a clear path 
for choosing appropriate frames, matching competencies to those frames and lastly choosing 
assessment tools that measure those competencies. However, the literature on AI literacy is 
developing fast, with new research and suggestions popping up. It has and will continue to be a 
challenge to keep up to date. 

Conclusion 

By critically evaluating this existing scholarship, we aim to establish a clear and evidence-based 
foundation for our instructional design. Our next steps are choosing an AI literacy framework, 
identifying key competencies, then developing learning outcomes that best fit our courses and 
students. After that we will align the learning outcomes, assessment tools, and instruction. We 
will prioritize competencies that align with the cognitive, ethical, and practical demands for 
undergraduate engineering students. However, we will also review the application of our AI 
framework in other disciplines in an effort to create instructional materials that can be applied in 
various educational contexts, focusing on the overlap of AI literacy and information literacy. As 
we move forward, engaging with faculty across disciplines will be crucial to contextualizing 
these competencies within the broader educational goals of the laboratory course. 
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