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Generating timely, specific, and actionable feedback using chain of thought on a 

construction capstone assignment 

Abstract:  

This paper conceptualizes an AI-driven feedback tool enhanced with a chain-of-thought (CoT) 

mechanism tailored for LEED Narrative assignments in construction capstone projects. 

Recognizing that timely, specific, and actionable feedback is challenging to deliver at scale, 

especially in technical writing contexts like LEED documentation, the study explores how 

leveraging CoT can improve feedback transparency and effectiveness. Grounded in a cyclical 

learning model aligned with LEED’s structured rubric, the framework emphasizes iterative 

refinement through criterion-referenced, transparent reasoning that connects student deficiencies 

directly to LEED credit requirements. 

Methodologically, the study compares AI-generated feedback using CoT against evaluations 

provided by experienced teaching assistants (TAs) on anonymized student narratives. The AI 

system’s prompt design guided a systematic, item-by-item review of compliance with LEED 

credits, detailing its reasoning process for each identified gap. Results indicate that while both AI 

and human reviewers similarly pinpointed missing technical information, the AI provided more 

elaborate, rubric-linked explanations. This transparency contrasts with the TAs' more concise 

remarks, underscoring potential benefits and challenges of deploying AI feedback in educational 

settings. 

Concluding, the paper discusses how CoT-enhanced AI feedback can bridge gaps between 

student work and LEED standards, proposing future studies in live classroom settings to 

empirically assess its impact on student learning outcomes and revision processes. 

Introduction: 

In construction- and engineering-related programs, the capstone project is widely regarded as a 

pivotal milestone in a student’s academic journey, testing not only their mastery of specialized 

knowledge but also their ability to integrate project management, system-level thinking, and 

collaborative skills [1], [2]. Given the growing importance of sustainable development in the 

construction industry, many educational institutions have embedded LEED (Leadership in 

Energy and Environmental Design) elements into their curricula or capstone projects to ensure 

students gain a solid understanding of green building principles and sustainable design practices. 

For LEED-based projects or coursework, students are often required to produce a LEED 

Narrative outlining sustainability strategy, energy usage plans, and environmental impact 

assessments for their projects. LEED provides a comprehensive scoring rubric that covers a wide 

range of criteria—including site feasibility, energy efficiency, water conservation, materials and 

resources, and indoor environmental quality—making the evaluation process systematic yet 



challenging. Compared to more generalized writing tasks, LEED Narratives demand both 

technical precision and effective communication skills. Because LEED already has clear 

evaluation frameworks, instructors theoretically have a strong foundation for offering specific 

and actionable feedback. 

Nevertheless, in practice, delivering timely and personalized feedback faces several obstacles. 

First, many students lack formal training in technical writing, making it difficult to craft a 

document that balances professional rigor with clarity and coherence [3], [4], [5]. Second, even 

when these same students transition into faculty or supervisory roles, time constraints and 

workload often prevent them from offering in-depth, individualized feedback to every student 

[6]. Realistically, even highly skilled instructors find it impractical to thoroughly review and 

comment on a large number of LEED Narratives each semester [7]. These limitations in 

providing robust, iterative feedback can hamper student learning outcomes and undercut the 

potential impact of the capstone experience [8], [9]. 

In recent years, artificial intelligence (AI)—particularly large language models (LLMs)—has 

shown promise in scaling and optimizing feedback processes in educational settings [10]. AI-

driven feedback tools can analyze substantial amounts of text in a relatively short time and 

produce structured comments grounded in a specific domain or rubric. This rapid response 

capacity can be especially advantageous in large classes, reducing the instructor’s workload 

while supporting students’ self-guided learning and revision cycles[11]. A notable development 

here is the chain-of-thought approach, which explicitly reveals the AI’s step-by-step reasoning. 

This transparency allows both educators and learners to scrutinize how the AI arrives at 

particular suggestions, thereby helping them gauge the clarity, reliability, and relevance of the 

feedback. 

Against this backdrop, the present work sets out to design and conceptualize an AI-driven 

feedback tool tailored to LEED Narrative assignments. Specifically, we focus on a central 

research question: 

How can leveraging a CoT mechanism in an AI feedback tool improve the specificity, 

actionability, and transparency of feedback on LEED Narrative assignments, thereby enhancing 

students’ understanding of sustainable design requirements and their ability to make informed 

revisions? 

While we have not yet conducted an extensive experiment with student participants, this paper 

presents the conceptual framework, design strategies (including prompt engineering and chain-

of-thought reasoning), and potential benefits and challenges of integrating AI-driven feedback in 

the context of LEED Narrative assignments. The goal is to lay the groundwork for future studies 

that will empirically validate the effectiveness of such a system in real-world educational 

settings. 

 



Theoretical framework (feedback cycle): 

The provision of feedback in a LEED-based capstone assignment can be understood through a 

cyclical model of learning, wherein students iteratively refine their work based on formative 

insights [12], [13]. At the core of this framework is the premise that feedback should be both 

criterion-referenced—anchored in LEED’s structured scoring system—and tailored to the 

student’s evolving understanding of sustainable design [14]. Traditional theories of formative 

assessment emphasize the role of clear benchmarks in guiding student progress [15], and 

LEED’s credit categories offer precisely such benchmarks, defining the thresholds and evidence 

needed to claim points [16]. By aligning feedback with these well-defined criteria, instructors (or 

automated systems) can help students identify discrepancies between the project’s proposed 

strategies and LEED’s requirements, thus directing revisions toward measurable improvements. 

A defining feature of this cycle is the recognition that student narratives are not static statements 

but living documents subject to successive refinement. Foundational feedback research often 

underscores the importance of “closing the gap” between learners’ current performance and 

desired learning outcomes [12], [15]. In the context of a LEED Narrative, this means pinpointing 

precisely which aspects of site selection, energy use, water efficiency, or materials sourcing 

remain incomplete or unsupported by adequate evidence. The cyclical nature arises when 

students, upon receiving feedback indicating a shortfall—such as insufficient calculations for 

water reduction or absent documentation for recycled materials—revise their narrative to 

strengthen, clarify, or correct those areas. Subsequently, the revised submissions can undergo 

another round of scrutiny, either by the same or a complementary feedback provider, sustaining 

an iterative loop of continuous improvement [17]. 

Central to this theoretical framework is the idea of transparent, step-by-step reasoning when 

conveying how well a given piece of writing aligns with LEED standards. Chain-of-thought 

approaches in AI are particularly relevant here [18], although such a mechanism is grounded in 

the broader literature on explainable feedback [19]. By exposing the logical process behind the 

review—whether human or AI—students gain insight into why their current writing may or may 

not fulfill a credit’s prerequisites and what precise additions or alterations are necessary to move 

closer to the formal requirement. This form of transparent explanation fosters metacognitive 

awareness: learners see not only what they must change, but also the rationale underlying those 

suggestions, which is crucial for long-term skill development in both technical writing and 

sustainable design [20]. 

Another dimension to this theoretical model is the balance between timeliness and depth of 

feedback. In large classes, instructors may struggle to provide frequent, individualized 

commentary that delves into each credit’s nuances [17]. Existing scholarship on feedback 

emphasizes the powerful effect of near-immediate responses, which allow students to stay 

engaged and swiftly correct misconceptions [15]. When a cycle is constrained by infrequent 

feedback, students risk continuing down an incorrect path or misunderstanding specific LEED 



requirements. In contrast, AI-supported feedback cycles have the potential to accelerate this 

exchange, offering immediate formative input that is mapped to the recognized LEED rubric. 

Even though ultimate validation must often come from a human assessor or a formal LEED 

evaluation, the faster iterative cycle can ensure students revise their narratives before major gaps 

or conceptual errors become entrenched. 

Within this framework, prompt design is pivotal for aligning the feedback process with the 

rubric. The theoretical perspective here borrows from studies in criterion-referenced testing and 

specialized writing assessment [12], [14], suggesting that the language and structure of any 

prompting (human or AI-based) must mirror the precise vocabulary and logical flow of LEED 

credit requirements [16]. This conceptual alignment ensures a consistent bridge between the 

defined learning outcome (achieving specific LEED credits) and the mechanism of feedback 

delivery (identifying deficiencies, citing relevant credit thresholds, and proposing adjustments). 

Consequently, prompt design underlies the ability of the feedback cycle to function effectively, 

determining whether the resulting comments are diagnostic and actionable or merely generic 

statements that fail to foster measurable improvements. 

Taken together, this theoretical framework positions LEED’s standardized criteria as the anchor 

for a dynamic feedback loop, emphasizes transparent chains of reasoning, and highlights the 

importance of well-structured prompts. Under these principles, each iteration of review and 

revision becomes an opportunity for students to incrementally adjust their narrative to meet 

quantifiable sustainability targets, ultimately reinforcing both technical proficiency and deeper 

engagement with the principles of green building. 

 

Methods: 

This study involved the development of an AI-driven feedback tool for LEED Narrative 

assignments and a comparative review of its outputs alongside feedback from two TAs. 

Although the project did not involve live student submissions, the methodological framework 

was designed to reflect typical scenarios in which LEED Narratives are graded. The procedures 

described here establish how the data were gathered and analyzed, forming a basis for 

subsequent studies that will incorporate real classroom implementations. 

Human Feedback Providers 

Two TAs with multiple semesters of experience grading LEED-related coursework served as 

human reviewers.  they will follow official LEED rubric for evaluating student submissions, 

making them well-suited to provide comparative feedback for this study. Each TA was 

responsible for reading and commenting on a set of LEED narratives that have been anonymized 

in accordance with the standards and conventions they would normally use in a real grading 



setting. Their commentary thus served as a baseline for human-generated feedback against which 

the AI’s feedback could be compared. 

AI Feedback Configuration and Prompt Design 

An AI-based system was configured to generate feedback specifically for LEED Narratives, 

referencing the same rubric used by the TAs. A COT feature was incorporated into the system to 

allow it to articulate the logical steps behind each observation. The prompt design, which guided 

how the AI would analyze the text and structure its commentary, emphasized four main areas. 

First, the system verifies input sufficiency by checking whether a narrative provides enough 

relevant information—such as design strategies, calculations, or baseline data—to support 

meaningful feedback. Next, it limits its scope to LEED-related content, ensuring that all 

generated remarks align with the specific credit requirements. The AI then adopts an item-by-

item approach, examining each claimed credit (for example, Water Efficiency or Energy and 

Atmosphere) against the corresponding thresholds or documentation standards. Finally, it 

upholds reasoning transparency by explaining any missing details or inconsistencies, referencing 

pertinent rubrics or metrics to demonstrate the logical route used to draw its conclusions. 

These elements of prompt design aim to replicate the systematic grading approach commonly 

employed by TAs, wherein instructors progress through the LEED criteria to confirm that each 

credit’s requirements have been adequately addressed. By detailing how the system arrives at its 

findings, the AI tool aspires to offer feedback that is clear, rigorous, and closely aligned with 

recognized standards in sustainable construction. 

Sample Narrative Collection 

Nine student assignments from Construction Management Capstone Class in a Southeast 

Institution were randomly selected for this experiment, we anonymized them to make sure all of 

the assignments will be evaluated fairly. The samples naturally varied in scope and depth—some 

included detailed discussions on topics such as energy usage or water conservation, while others 

were shorter, reflecting common variations in student work. Each unmodified sample was 

provided separately to both the AI system and the teaching assistants, allowing us to compare the 

tool's feedback with that of the TAs. 

 

4. Comparative Review of Feedback 

The AI-generated feedback and the TAs’ written feedback were collected separately for each 

narrative. Both data sources were then compiled for comparison. Points of interest included the 

types of deficiencies each reviewer identified, the specificity of any corrective suggestions, and 

the clarity or brevity of remarks. To maintain consistency, the TAs worked independently of the 



AI feedback, ensuring that they produced commentary based on their usual grading style rather 

than being influenced by the automated outputs. 

 

5. Data Management and Analysis 

The study team organized all feedback artifacts—AI outputs and TA comments—into a 

qualitative dataset for subsequent examination. The aim at this stage was to document the nature 

and scope of each reviewer’s remarks rather than to measure student outcomes. Because no real 

students were involved, the analysis centered on whether the AI’s feedback was comparable to, 

or distinct from, standard TA feedback in referencing the LEED rubric and identifying missing 

information. Although the TAs were not asked to evaluate the AI’s chain-of-thought mechanism, 

their feedback provided a reference point for whether the AI’s final statements would align with 

typical human assessments of LEED Narratives. 

 

Results and disscussion: 

This study compared feedback generated by an AI tool, which utilized a COT mechanism, with 

feedback written by two TAs. Because the TAs did not provide suggestions or comments on the 

process of tool to generate feedback, the comparison was limited to the final statements each 

source produced for a series of simulated LEED Narratives. The analysis focused on three key 

aspects: the kinds of missing information identified, the level of specificity in suggesting 

improvements, and which source aligned with the LEED rubric. 

Similarity in Identifying missing information 

Both the AI and the TAs show similar gaps in the sample narratives. When a text failed to 

include calculations supporting a claim of reduced water consumption, both the AI output and 

the TAs’ feedback noted this omission. Likewise, for narratives containing incomplete references 

to materials or recycling content, both sources highlighted the need for additional documentation. 

In these instances, the AI’s COT process typically produced an explanation that it had looked for 

certain keywords or baseline data but did not find them in student's writing; the TAs simply 

mentioned, in concise statements, that more detailed information was required. 

Differences in Feedback Specificity 

A more noticeable divergence arose in how elaborately each source explained its suggestions. 

The TAs, drawing on their routine grading practices, often wrote brief remarks such as “How do 

you achieve this?” or “Detailed information is needed,” without necessarily indicating precisely 

which calculations or documentation were missing. The AI’s feedback, by contrast, was 

generally more explicit about connecting a missing piece of evidence to a specific LEED credit 



threshold. For instance, if the example text claims to reduce water usage by 20% but does not 

mention the type of fixtures, the AI will not only notice the lack of these details, but will also 

point out the need for a base rate and suggest solutions based on that, such as installing water-

saving fixtures like low-flow showerheads and toilets. In doing so, it offered a more structured 

rationale for why further data were needed. Nonetheless, the TAs’ concise approach frequently 

arrived at the same fundamental conclusion—namely, that the student’s justification was 

insufficient to earn the credit. 

Chain-of-Thought Transparency 

The AI’s COT mechanism enabled it to outline which elements of the rubric it searched for and 

how it determined the student’s compliance. However, the TAs did not evaluate the 

appropriateness of that chain-of-thought or comment on whether the AI’s logical sequence was 

correct. Instead, the TAs generated their own feedback as if grading the narratives independently, 

paying minimal attention to the AI’s underlying reasoning. Because of this, no data exist on how 

acceptable the TAs found the AI’s internal logic; the comparison thus centered exclusively on 

final statements of feedback. In the instances where the AI spelled out a thorough rationale, the 

TAs neither confirmed nor disputed that reasoning. They simply wrote a shorter, more direct 

version of the same observation or recommendation. 

Alignment with the LEED Rubric 

In most cases, the AI’s commentary and the TAs’ remarks both corresponded to the official 

LEED rubric’s criteria. Whether dealing with Energy and Atmosphere or Water Efficiency, both 

sources singled out omissions like missing calculations, contradictory baseline assumptions, or 

unsubstantiated claims of performance improvement. When a student narrative appeared only 

partially compliant with a credit requirement, the AI typically suggested providing measurements 

or references to applicable LEED standards; the TAs similarly acknowledged that the narrative 

needed elaboration, though their feedback was usually confined to a sentence or two. Despite 

these stylistic differences, both sets of feedback converged on the same determination about the 

credit’s validity. 
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