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Work in progress: Preparing Biomedical Engineers to Tackle Biases in
Machine Learning

Introduction

From just 21 FDA-authorized (including approvals and 510(k) clearances) artificial intelligence
(AI) and machine learning (ML)-enabled medical devices by January 2014 to over 1,000 by
September 2024 [1], machine learning has seen explosive growth in biomedical engineering
(BME). Besides AI/ML-enabled medical devices which focus on biomedical signals and
imaging, ML is actively influencing BME research in areas such as drug design [2], tissue
engineering [3], biomaterials [4], and medical diagnostics [5]. AI/ML-based products, especially
in large language model (LLM)-based chatbots, are quickly integrated into the current
educational environment [6]. Although initial investigations of using these chatbots such as
ChatGPT or Perplexity Al in an academic context seemed underwhelming [7], rapid
improvement in the performance of these products, as reflected by one faculty’s experience of
Perplexity Al scoring 80% on their multiple choice-based engineering quiz, accentuated the need
for BME educators and students to improve Al literacy and cultivate responsible use of Al

ML algorithms are computer programs that improve their performance with more experience
(data) [8]. Therefore, problems in the data used to train ML algorithms, such as demographic
biases, can be reflected in the performance of ML algorithms. In a BME context, GPT-4, which
powers ChatGPT and Perplexity Al, showed strong ethnic biases when assigning medical
conditions such as HIV/AIDS [9], while GPT-4 and Gemini (also powers Al-enabled notebook,
NotebookLM) showed negative perception towards disability in general public and patient
populations [10]. Development of fair AI/ML-enabled medical devices and performing bias-free
research of ML is significantly challenging the applicability of AI/ML in BME. [11] The U.S.
Food and Drug Administration (FDA) recognized the necessity of addressing bias in clinical
machine learning systems, first in the proposed regulatory framework published in April 2019
[12] and later as a guiding principle in October 2021 [13].

However, ML courses in BME programs around the U.S. are still rare, and teaching of bias in
ML systems remains largely scattered in computer science and ethics departments, which often
focus on privacy [14]. At the BME department of UC Davis, we recognize the importance of
arming our students with technical proficiency in ML, especially with a rise in AI/ML-focused
senior design projects over the past few years. During our pilot offering of the BME ML course
in Spring 2024, we designed and taught a one-week module about diversity, equity, and
inclusion (DEI) problems in ML with the following learning objectives (LOs):

1. Assessing whether a question solved by ML exacerbates existing society bias.

2. Understanding “distribution shift” from training data to real-life usage, which is the

source of bias in ML systems.
3. Designing equitable ML systems with considerations of the “right” problem and dataset.

Methods

Our one-week module consists of one lecture (80 minutes) and one hands-on lab (approximately
90 minutes). The decision to integrate a dedicated hands-on lab is to improve the outcome of
LO3 (designing equitable ML systems), which can potentially be better achieved through hands-



on learning [15]. We decided to implement this module immediately after students learned their
first classification algorithm, logistic regression, to raise awareness in the challenges before the
students become too experienced in designing their own ML algorithms without the awareness of
DEI. Students were properly warned about the content in both the lecture and the lab.

The lecture started with a short introduction (25 minutes) on understanding theories such as
“garbage-in, garbage-out”, “bad” questions to ask ML, different classes of “bad” data,
distribution shift, and class imbalance in machine learning. We followed the theoretical portion
of the lecture with a series of case studies (55 minutes). These case studies began with
discussions on stereotype-reinforcing ML systems including ML-based gender-identification
systems for recommenders of online ads [16], reflection of society bias in ML-based word
embeddings trained on news articles for LLMs [17], and a startup claiming to identify a person’s
personality (including labeling a person as a terrorist) using facial recognition [18]. We then
discussed more case studies on distribution shift, which include gender/racial performance gaps
in facial recognition systems [19], geographical/cultural performance gaps in object recognition
[20, 21], and racial biases in ML algorithms for allocating healthcare resources [22].

In the lab, students were tasked with training a machine learning algorithm on an unknown
dataset, only to realize that the resulting algorithm associated male names with career words
(salary, office), and female names with family words (marriage, relatives). Unlike other labs in
this course, which students were graded on the performance of their algorithms, the students
were graded on participation only for this lab. The lab concluded with reinforcing the necessity
of asking “good” questions with ML, diversifying points of view in ML engineering teams, and
avoiding propagation of bias from the training data into real-life performance of ML systems.

To assess the learning outcomes of the module, we designed a 7-item survey, including five (5)
6-point Likert-scale questions on various confidence measures of DEI in ML, and two free-
response questions asking about the clearest and muddiest points from the module. The survey
was distributed on paper before the lab, and the students completed the survey after the lab.
Students were instructed to not include their names in the survey and informed that completion
of the survey would not hurt or help their grade in the course. To ensure anonymity, the collected
surveys were transcribed into digital format by the primary author’s research assistants, who are
not affiliated with the course. These research assistants analyzed the quantitative data in Excel,
identified central themes by hand, and then reported the aggregated results to the primary author.
The study was designated as Non-Human Subject Research by our IRB office.

Results

Nineteen (19) of 22 enrolled students attended the module, and all attendees responded to the
survey. The quantitative results of the survey are shown in Table 1. Overall, the students agreed
that the learning module increased their sensitivity to bias and DEI problems in ML, with the
highest agreement being in providing equal opportunities for ML (5.28/6) and the lowest being
in taking actions to reduce bias in ML (4.74/6).

The qualitative results echoed what we observed in the quantitative results. Fourteen (14)
students responded to the question about the clearest point. Eleven (11) of the 14 students wrote
about ML algorithms needing to be trained on unbiased data, and one student wrote about asking



the right questions with ML algorithms. Six (6) students responded to the question about the
muddiest points. Five (5) of the six students expressed concern about what they, as future ML
engineers, could do to reduce bias in the ML algorithms, if the bias is rooted in the overall
society. One student was curious about potential measures to quantify bias in ML systems. One
student foresees difficulty in convincing people to train bias-free ML models especially if the
people in question have not experienced such bias.

Table 1: Reported agreement levels on 6-point Likert-scale questions (1=strongly disagree,
6=strongly agree). The average (avg) and standard deviation (std) of the responses are
reported below. N=19 (except for statements 1 and 3, where N=18).

From this week’s module, [ became more confident in...

Statement Avg + Std
1. Providing equal opportunities of ML-based medical devices to all groups of people. 5.28 +£0.67
2. Taking action to prevent reproduction/maintenance of inequalities in machine learning.  4.74 + 0.93
3. Designing, implementing, and assessing ML plans with a DEI perspective. 5.11+0.90
4. Conveying values in DEI issues in ML. 5.16 £ 0.69
5. Educating ML engineers on DEI issues. 5.05+0.85
Discussion

We successfully taught the first iteration of the bias in the ML module in our BME ML course.
Overall, the module successfully planted the seed to become aware of bias in ML among our first
cohort of students. The quantitative and qualitative evaluations revealed that students who took
this module achieved better outcomes in LO1 and LO2 (understanding biases in ML) than LO3
(taking actions to prevent/reduce biases in ML).

To address this limitation, we reflected on the lecture portion of the module. Our current case
studies strongly focused on conveying real-life impact of bias in ML but are relatively lacking in
BME-specific case studies and guidelines. In our next iteration, we will integrate more BME-
specific discussions with a stronger focus on the FDA’s regulatory framework for AI/ML-
enabled devices [12] and the associated guidelines [13]. These documents contain actionable
prompts for creating equitable ML systems (such as matching the population within the dataset
with the intended use group) and evaluating equitable ML systems. These content modifications
would adequately address the confusion of how the students should act as a ML engineer and
better serve as their technical preparation for their AI/ML-related senior design projects. We also
intend to search BME-specific open-source datasets that can be trained to demonstrate disparity
in clinical outcomes among certain demographics but are simple enough to train with an
elementary level of ML knowledge in the allocated lab time.

Our assessment of the outcomes from the study was largely based on students’ perceptions and
reflections, which were indirect evidence of the outcomes. For our future iterations, we will work
on developing direct assessments for the module, perhaps in the format of an in-class quiz or
homework assignments, to assess the understanding of bias in ML more accurately. Our future
iterations of this study would also incorporate pre-/post-surveys to assess students’ perceptions
and confidence instead of asking for increased confidence levels at the end of the module. This
form of assessment will help us gain a clearer picture of the efficacy of our module.
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