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Can Al Develop Curriculum?
Integrated Computer Science As a Test Case (Research to
Practice)

Abstract

Introduction: Because developing integrated computer science (CS) curriculum is a
resource-intensive process, there is interest in leveraging the capabilities of Al tools, including
large language models (LLMs), to streamline this task. However, given the novelty of LLMs,
little is known about their ability to generate appropriate curriculum content.

Research Question: How do current LLMs perform on the task of creating appropriate learning
activities for integrated computer science education?

Methods: We tested two LLMs (Claude 3.5 Sonnet and ChatGPT 4-0) by providing them with a
subset of K-12 national learning standards for both CS and language arts and asking them to
generate a high-level description of learning activities that met standards for both disciplines.
Four humans rated the LLM output — using an aggregate rating approach — in terms of (1) whether
it met the CS learning standard, (2) whether it met the language arts learning standard, (3)
whether it was equitable, and (4) its overall quality.

Results: For Claude Al, 52% of the activities met language arts standards, 64% met CS standards,
and the average quality rating was middling. For ChatGPT, 75% of the activities met language
arts standards, 63% met CS standards, and the average quality rating was low. Virtually all
activities from both LLMs were rated as neither actively promoting nor inhibiting equitable
instruction.

Discussion: Our results suggest that LLMs are not (yet) able to create appropriate learning
activities from learning standards. The activities were generally not usable by classroom teachers
without further elaboration and/or modification. There were also grammatical errors in the output,
something not common with LLM-produced text. Further, standards in one or both disciplines
were often not addressed, and the quality of the activities was often low. We conclude with
recommendations for the use of LLMs in curriculum development in light of these findings.

1 Introduction and Background

The public release of ChatGPT in November 2022 inaugurated a new era of Al as large language
models (LLMs) captured public attention due to their ability to generate fluent responses to
open-ended questions. LLMs quickly proved their usefulness in tasks ranging from the generation
of novel research ideas [ 1] to making medical decisions [2]. Despite their widespread adoption



and application, however, concerns remain about their accuracy [3] as well as ethical issues,
including their environmental impact [4]] and potential for bias [S].

1.1 LLMs in Education

In a systematic literature review of the use of LLMs in education, Yan et al.|identified nine
different ways that they are being used, including assessment, performance prediction, and
providing feedback to students [6]. While developing curriculum is not specifically mentioned in
their taxonomy, two of the categories — teaching support and content generation — have significant
overlap. This review found a range of accuracy levels by the LLMs, from high levels on simpler
tasks (such as sentiment analysis) to lower levels on more complex tasks (such as grading free
form responses); the review also noted ethical concerns including a lack of transparency, data
privacy issues, and bias.

In a review of large multimodal foundation models (which integrate LLMs with the ability to
interact with other media such as audio and images), Kiichemann et al. explored the implications
of using these models in various educational contexts [7]. The advantages include the ability to
design lessons and classroom activities that are current, engaging, and customized, but they also
noted potential problems, including inaccuracies, bias, overuse leading to dependence, and
respect for the intellectual property used to create the models.

A recent exploration of the ability of LLMs to develop mathematics curriculum found that GPT-4
was able to perform well in some areas (e.g., organizing activities, selecting strategies, identifying
priorities) but struggled with other aspects (e.g., interdisciplinary assessment, certain math topics)
[8]. Research focused on high school social studies curriculum found LLMs had a very high

(> 90%) success rate (per evaluation by human subject matter experts) in generating assessment
questions aligned to Bloom’s taxonomy [9]].

1.2 Integrated CS Instruction

Computer science (CS) can be conceptualized as a subset of engineering [10]. In recent years, CS
instruction in K-12 has expanded rapidly, with 35 states adopting CS learning standards between
2017 and 2023 (for a total of 43 states that now have CS standards) and nine states creating a CS
requirement for high school graduation between 2016 and 2024 [11]. However, it is difficult for
schools to offer computer science learning opportunities to all students [12]] due to resource
limitations. One potential solution is to integrate CS into other subject areas, which may result in
more students having access to high-quality CS experiences, especially in the earlier grades

(L1 [13].

However, a major obstacle to such integration is the lack of curriculum, the development of which
would require expertise in two subjects, as well as the ability to craft appropriate activities,
address the needs of diverse learners, and meet learning standards, among other requirements.
Because such expertise is in short supply, it is understandable that alternatives to human subject
matter experts — including Al tools such as LLMs — would be considered for their ability to
generate learning activities that meet the need for curriculum that integrates CS into another
school subject. However, given the novelty of LLMs, little is known about their ability to generate
appropriate curriculum content. Hence, this study explores the research question: How do current
LLMs perform on the task of creating appropriate learning activities for integrated computer
science education?



Item Response Options
Does the activity meet the Common Core Standard? Yes, Partially, No

Does the activity meet the CSTA standard? Yes, Partially, No
Rate the equity of the activity. Positive, Neutral, Problematic
Rate the overall quality of the activity. High, Middling, Low

Table 1: Each proposed activity was coded by each of the four authors using the above questions
and response options.

2 Methods

We used a selection of computer science and English language arts learning standards to assess
whether LLMs can generate integrated learning activities. For the computer science learning
standards, we used the 2017 CSTA middle school (grades 6th - 8th or ages 11 - 14) computer
science learning standards [[14]]. This set of 23 learning standards covers five concepts:
Computing Systems, Networks and the Internet, Data and Analysis, Algorithms and
Programming, and Impacts of Computing. An example of these standards is CSTA 2-AP-19:
“Document programs in order to make them easier to follow, test, and debug.” For the English
language arts learning standards, we used a random subset of 20 of the Common Core literacy
standards [[15]. An example of these standards is CCSS.ELA-LITERACY.L.6.5: “Demonstrate
understanding of figurative language, word relationships, and nuances in word meanings.”
(Because the subset was determined randomly, a standard listed for more than one grade could
appear more than once in our subset. This was in fact the case for the standard “Adapt speech to a
variety of contexts and tasks, demonstrating command of formal English when indicated or
appropriate,” which appears in the set three times: once each for 6th, 7th, and 8th grade. All other
standards appear only once in the dataset.)

We used two LLMs, ChatGPT 4-o and ClaudeAl 3.5 Sonnet, in August 2024. We accessed both
through the Perplexity platform, and we used the same prompt for each:

I have uploaded two files. The first, ‘Common Core Standards,” includes some of the
Common Core English Language Arts/Literacy standards. The second, ‘CSTA
Middle School Standards’, includes middle school computer science standards. For
each of the Common Core standards, please generate two classroom activities. Each
classroom activity should address both the Common Core standard as well as one of
the CSTA standards. Please indicate which CSTA standard is addressed. Please do
this for each of the 20 Common Core standards.

We created a spreadsheet with the output, with columns for the generated activity, the Common
Core standard, and the CSTA standard. Each of the four authors independently used a copy of this
spreadsheet to answer the questions shown in Table[I]

The four authors can be considered to have subject matter expertise in K-12 computer science
education based on their past and current roles as CS educators (at both K-12 and tertiary levels),
as well as work as curriculum developers, researchers, in industry, and in state and national CS
leadership.

There is an element of subjectivity in the questions we pose about each activity such that, for



example, two subject matter experts may well disagree about the quality of a learning activity.
Thus, we chose to use an aggregate rating system instead of assessing the level of inter-rater
reliability in recognition of the reality that expert opinion often includes a diversity of beliefs
instead of one correct answer [16]. As a result of this method, each activity has four scores per
question (one for each author).

3 Results

Table [2| shows a representative sample of each LLM’s output. This sample is for Common Core
Standard R1.6.9: “Compare and contrast one author’s presentation of events with that of another
(e.g., a memoir written by and a biography on the same person).”

LLM

Claude 3.5 Sonnet

ChatGPT 4-o

Activity

Digital Biography Comparison:
Students will compare and contrast
a memoir and a biography of the
same person using digital tools.
They’ll collect data on key events,
perspectives, and language use,
then transform this data into visual
representations like timelines or
word clouds to highlight differ-
ences.

Develop a project that create [sic]
procedures with parameters to or-
ganize code and make it easier to
reuse to enhance understanding of
the Common Core standard: com-
pare and contrast one author’s pre-
sentation of events with that of an-
other.

CSTA Standard

Collect data using computational
tools and transform the data to
make it more useful and reliable.

Create procedures with parameters
to organize code and make it easier
to reuse.

Table 2: Sample LLM Output

We evaluated whether each activity met its corresponding Common Core standard. For the
activities produced by Claude Al, the ‘Yes’ response was awarded in 52% of cases (n = 83),
‘Partially’ in 41% (n = 65), and ‘No’ in 8% (n = 12). For the activities produced by ChatGPT,
75% of responses were ‘Yes’ (n = 120), 1% were ‘Partially’ (n = 1), and 24% were ‘No’

(n = 39). These results are summarized in Table

LLM Yes Partially No
Claude 3.5 Sonnet 83 (52%) 65 (41%) 12 (8%)
ChatGPT 4-o 120 (75%) 1 (1%) 39 (24%)

Table 3: Aggregate count and percent of responses to the question “Does this activity meet the
Common Core standard?”

We also evaluated whether each activity met a CSTA standard. For the activities produced by
Claude Al the ‘Yes’ response was awarded in 64% of cases (n = 103), ‘Partially’ in 27%

(n = 43), and ‘No’ in 9% (n = 14). For the activities produced by ChatGPT, 63% of responses
were ‘Yes’ (n = 100), 14% were ‘Partially’ (n = 22), and 24% were ‘No’ (n = 38). See Table



LLM Yes Partially No
Claude 3.5 Sonnet 103 (64%) 43 27%) 14 (9%)
ChatGPT 4-o 100 (63%) 22 (14%) 38 (24%)

Table 4: Aggregate count and percent of responses to the question “Does this activity meet the
CSTA standard?”

For ChatGPT, out of the 160 scoring events (four scores for each of 40 activities), the activity was
deemed to have met both Common Core and CSTA standards in 100 instances, representing 63%
of total instances. For Claude Al, 66 out of 160 instances (42%) indicated that an activity met
both sets of standards.

We assessed the equity of each activity. For the activities generated by ChatGPT, there were 160
neutral ratings and no positive or negative ratings. For the activities generated by Claude Al, there
were 158 (99%) neutral ratings and 2 (1%) problematic ratings; no activities were rated as
positively promoting equity. One activity was rated as problematic by two of the four reviewers;
the activity was: “Students will create a program that simulates different speaking contexts. The
program will prompt users to adapt their language based on the given scenario, helping students
practice formal and informal English.” This activity can be perceived as discouraging students
from using authentic language in favor of ‘adapting’ their language. Table [5| summarizes these
results.

LLM Positive Neutral Problematic
Claude 3.5 Sonnet 0 (0%) 158 (99%) 2 (1%)
ChatGPT 0(0%) 160 (100%) 0 (0%)

Table 5: Aggregate count and percent of responses to the prompt “Rate the equity of the activity.”

We also assessed the quality of each activity. For Claude Al, there were 40 responses (25%)
indicating high quality, 83 (52%) for middling quality, and 37 (23%) for low quality. For
ChatGPT, there were 159 low quality (99%) ratings and 1 rating indicating middling quality
(1%); there were no high quality ratings. The reason for this result is that ChatGPT’s ‘activities’
restated the standards (see the example in Table [2).

Table [6] presents these results.

LLM High Middling Low
Claude 3.5 Sonnet 40 (25%) 83 (52%) 37 (23%)
ChatGPT 4-o 0 (0%) 1 (1%) 159 (9%)

2

Table 6: Aggregate count and percent of responses to the prompt “Rate the quality of the activity.

Finally, we determined how many activities met the bar for all four items (that is, they met both
Common Core and CSTA standards, were not problematic in terms of equity, and were of high
quality).

As Figure|l|indicates, in almost all instances where an activity was rated as meeting the CSTA
standard, it also met the Common Core standard and had a neutral or positive equity rating. This



Meets Common Core Standard 142

Equity Neutral or Positive 142

High Quality “

Figure 1: A funnel chart indicates the count of ratings for meeting Common Core standards, CSTA
standards, having neutral or positive equity, and being high quality. Results for Claude 3.5 Sonnet
are in blue; results for ChatGPT 4-o are in red. Thus, for Claude’s output, there were 146 counts
of ‘meets CSTA standards.” Of those, there were 142 counts of ‘meets Common Core standards,’
and, of those, 142 counts of neutral or positive equity, and, of those, 40 counts of high quality.

Count CSTA Standard

2-DA-08

2-DA-09

2-AP-12, 2-DA-07, 2-AP-10

2-AP-11

2-AP-13, 2-AP-14, 2-AP-16, 2-AP-17, 2-AP-18
2-CS-02, 2-AP-15

—_— N Wk N

Table 7: Frequency table for Claude 3.5 Sonnet’s use of CSTA standards.

was the case for both Claude Al and ChatGPT. However, for Claude Al, only 40 (28%) were also
rated as being of high quality of those items receiving acceptable ratings on the previous three
questions; for ChatGPT, no item was rated of high quality in any instance.

We also examined how many different CSTA standards were used by each LLM and how many
times each standard was used. ChatGPT used 21 different CSTA standards across the 40
activities. Interestingly, each CSTA standard appeared twice, with the exception of two CSTA
standards that appeared only once. Claude Al used 13 different CSTA standards, each appearing
between one and eight times in the activities; see Table [7]

4 Discussion

Our findings suggest that LLMs, in the context of this study, are not (yet) capable of generating
learning activities that integrate computer science and English language arts content. For
ChatGPT, there was near unanimity across activities and across authors that the quality was low.
This is because ChatGPT essentially reiterated the task instead of generating an activity. In
general, it would basically restate both of the standards with the direction to develop a project that
meets both standards without specifying how this might be done. For example, for the Common



Core standard asking students to “analyze how differences in the points of view of the characters
and the audience or reader create such effects as suspense or humor,” ChatGPT proposed that
students “develop a project that systematically identify [sic] and fix [sic] problems with
computing devices and their components to enhance understanding of the Common Core
standard: analyze how differences in the points of view of the characters and the audience or
reader create such effects as suspense or humor.” This project was intended to meet this CSTA
standard: “systematically identify and fix problems with computing devices and their
components.”

Not only does this activity merely repeat the Common Core and CSTA standard content without
providing any additional guidance for teachers, but the proposed activity asks students to identify
and fix computing problems to analyze how suspense or humor is created. It is difficult to imagine
an adult with both computing and literacy expertise — let alone a middle school student — figuring
out how to do these two things as part of one coherent project. All of the activities suggested by
ChatGPT were similar to this example in that they simply reiterated the Common Core and the
CSTA standard with no explanation as to how they might be combined in one activity.

While Claude Al did in fact generate learning activities instead of merely repeating the Common
Core and CSTA standards, only 25% of those activities received the high rating for quality. For
example, the following activity generated by Claude Al received three quality ratings of high:
“Interactive Grammar Game: Students will develop an interactive game that tests and teaches
standard English grammar. They’ll incorporate existing code libraries for game mechanics and
focus on creating engaging grammar challenges.” More common were activities with the
middling rating, such as this example, which received three middling ratings: “Narrative
Viewpoint Analyzer: Students will develop a tool that analyzes text to identify and categorize
different narrative viewpoints. They’ll collect data from various texts and use computational tools
to transform this data into insights about authorial techniques.” Note that while this activity makes
sense, it is not ready to implement as written, particularly for educators with limited CS teaching
experience. In this case, the educator would need to know how to guide middle school students in
the development of a tool to analyze text.

Further, some of the activities may not be possible to implement successfully, even for teachers
with a high level of pedagogical content knowledge. For example, Claude suggested that students
“develop and systematically test a program that identifies instances of dramatic irony in a text by
comparing character knowledge with reader knowledge.” Computer science researchers struggle
to develop computational tools that can detect irony [[17]; it is not likely that a middle school
student would be able to create such a tool.

We note that virtually all of the equity ratings were neutral, with just a few problematic and none
positive. It is likely the case that, had our prompt specifically mentioned equity, the activities
would have had more positive equity ratings. However, we think it is important to note that it
appears that specific prompting for equity is required and should not be expected by default.

Additionally, we noticed something that is otherwise rare in LLM-generated text: English usage
errors. The ChatGPT responses, as the example above shows, contained usage errors because they
repeated the text of the Common Core standard without changing the verb form to match the
context of the output (e.g., ‘identify’ instead of ‘identifies.”)



As a result of these findings, teachers and curriculum developers should not rely on LLMs to
generate learning activities because the output would be unlikely to meet their expectations. As
Figure [I] shows, none of the activities generated by ChatGPT met the tested requirements, and
only about one quarter of those generated by Claude did. It is possible that future advances in
LLMs would lead this recommendation to change, but it may be the case that some limitations of
LLMs — including hallucinations resulting from the nature of their architecture [3]] — simply
cannot be overcome, and specialized curriculum development will remain a task solely for human
experts. To the extent that LLLMs are used for curriculum development, a human-in-the-loop
model [18] is required; that is, all LLM output should be vetted and modified by subject matter
experts to ensure that it is accurate, equitable, and meets other requirements.

Future research testing LLM capabilities for education research might add a creativity score to the
metrics used in this study, in order to gain a better perspective on whether LLMs can reproduce
human performance more broadly. Future research could also explore whether other prompting
approaches — such as providing examples of high-quality activities, asking for one activity at a
time, or iteratively prompting would yield different results. We also note that, due to the nature of
LLMs, re-using the same prompt will not result in identical results — a challenge to the research
process.

5 Conclusion

The findings of this study suggest that LLMs cannot be successfully used to generate high-level
ideas for integrated CS learning activities. Due to the resource-intensive nature of curriculum
development, it is perhaps to be expected that automated approaches will be desirable for this and
similar tasks. It may be the case that curriculum development remains the province of humans for
the foreseeable future. Or, perhaps future advances in Al — including ensemble models [[19]
and/or retrieval augmented generation [20] — may prove more adept at curriculum development
tasks.
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