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Advancing a Multi-year Longitudinal Assessment Approach for an 
Engineering Leadership Program: A Work in Progress  

 
 
Abstract 
 
This paper presents the design and evaluation of a longitudinal assessment survey for a university 
engineering leadership program. We review the self-efficacy assessment approach employed in 
the survey, including its methodological basis and its alignment with the program learning goals 
and curriculum. We also review similar assessment approaches employed by other engineering 
leadership programs, discussing areas of commonality with the present approach as well as 
rationales for customization. We present findings from our evaluation of the present survey 
instrument from its initial deployments to program participants (n = 420), including confirmatory 
factor analysis and internal consistency checks. Evaluating goodness of fit using a nested model 
comparison approach, we find that an eight-factor scheme aligned with engineering leadership 
capability categories from the program’s curriculum exhibits good fit and demonstrates acceptable 
(or better) internal consistency. Further, we present an example longitudinal analysis using self-
efficacy data collected via the survey instrument, assessing student development between pre- and 
post- survey instances for one segment of the program. From this example analysis, we demonstrate 
an approach for displaying consolidated results graphically. We discuss drawing insights from 
these findings about comparative strengths in cohorts’ developmental outcomes, as well as areas of 
intended learning to target for improvement. Finally, we discuss next steps in the deployment of 
this longitudinal assessment survey, which include extending its use across a larger range of 
longitudinal time points (spanning program segments and into the alumni years), and its expansion 
to serve adjacent engineering leadership and professional skills programs at the same university. 
 
 
Introduction 
 
With university Engineering Leadership (EL) programs continuing to launch and grow in recent 
years [1, 2], several contemporary studies have discussed longitudinal assessment as a means for 
these programs to evaluate their students’ development of engineering leadership capabilities over 
time [3 4- 5]. Other studies, meanwhile, have introduced alumni assessments as a way to examine EL 
programs through alums’ career achievements and career preparedness [6 7- 8]. Yet, most EL programs 
have been operating for relatively short durations. With fewer than 10 of today’s active programs in 
North America existing prior to 2010 [1], there have been few opportunities for programs to conjoin 
these two approaches into long-term longitudinal studies where same-participant assessments from the 
university years are coupled with assessments at time points substantially into the career years. This 
Work in Progress Paper presents intermediate observations from such a study underway at the Gordon-
MIT Engineering Leadership Program (GEL) at Massachusetts Institute of Technology. Here we share 
findings from survey instrument evaluation and from the instrument’s initial use in longitudinal (pre- 
and post- program segment) assessment. We then outline plans for its expansion to additional times 
in the longitudinal sequence, summarize the approach’s limitations, and review plans to further expand 
it for use in adjacent leadership and professional skills development programs at the same university.  
 
Program overview and curricular origin 

 
GEL, established in 2007, is an undergraduate certificate program for juniors and seniors at MIT. 
Students elect to take the program either as a one-year or two-year course of study, with the two-year 



   
 

“advanced” track distinguished by additional peer leadership opportunities and coursework. The 
program is co-curricular for most participants, though some departments have begun recognizing the 
coursework for engineering elective credit. The structure of the program’s first year, described by 
[9], consists of three core components: 1) a weekly Engineering Leadership Lab (ELL), where 
students work in small teams to face leadership challenges rooted in capabilities from the program’s 
curriculum [10], 2) an Engineering Leadership seminar-style class, synchronized with the ELL, 
where students study the academic background of leadership capabilities prior to a given ELL and 
discuss lessons-learned from the previous week’s ELL, and, 3) one from several elective courses that 
fulfill a Design and Innovation Leadership Requirement focused on the engineering design process 
and its inherent teamwork and leadership components. The total student workload for those in the 
program’s first year, typically undergraduate juniors, is approximately that of 1.5 full credit MIT 
courses. The program’s second year, typically undertaken by undergraduate seniors, constitutes an 
additional workload approximately equal to two more full credit courses and is also described by [9]; 
here, students serve as “team coaches” for the first-year students’ ELL teams. These second-year 
students take turns facilitating the ELL activities, a responsibility for which they receive coaching 
and instruction from the GEL teaching staff. The second-year students also undertake a short 
course in project management and select an additional leadership-related elective course to take.  
 
The foundation of GEL’s curriculum, Capabilities of Effective Engineering Leaders [10], was 
developed soon after the program’s launch as a consensus report from workshops involving 
engineering and leadership educators, leadership specialists from the military, and practicing 
engineering leaders. This report was also motivated by then-recent engineering accreditation 
criteria revisions that integrated learning outcomes in nontechnical areas [11], while the program’s 
experiential learning-based structure drew from a benchmarking report on global EL education 
best-practices [12]. As this curriculum was operationalized, efforts were concurrently undertaken 
to design learning assessments that aligned with the engineering leadership capabilities (e.g., [13]). 
This initial approach did not enable long-term tracking of outcomes and its assessment scope was 
subject to adjustment in the years that followed as the capabilities prioritized in the program’s 
required core courses settled out (i.e., versus elective courses); nonetheless, GEL’s present method 
of self-efficacy-based assessment [14], aligned with components from the Capabilities, traces its 
origins to the program’s early days. 
 
Present status of the longitudinal assessment initiative 

 
In recent years, GEL has advanced its assessment instrument to include multiple self-efficacy 
assessment scale items grouped into engineering leadership capability categories based upon the 
Capabilities. We report in this paper on an evaluation of this instrument in accord with published 
practices for self-assessment survey development [15, 16], including factor analysis and internal 
consistency checks. Following from GEL’s multi-year longitudinal assessment strategy described 
previously [17], we present current in-process findings from the application of this assessment 
instrument to the first of several planned longitudinal segments: pre-/post- assessment for year one of 
the program. Since growth of students’ self-assessed leadership capabilities can be non-linear, with 
dips and recoveries over time with acquired experiences [4], we introduce a method incorporated 
in this assessment system for participant tracking across multiple follow-on assessment instances: 
an anonymous self-generated participant code [18]. This anonymous code enables participants to 
connect future assessment surveys to past ones without the need to input identifying information or to 
retain a log-in credential. This method allows researchers to stitch together assessments from several 
time points and to distinguish short-term effects from longer-term trends. While single-segment 
assessments therefore have limitations, we present such findings here as a case example to illustrate a 



   
 

data visualization approach for comparatively assessing change across multiple assessed capability 
categories simultaneously. This approach enables a comparative program strengths analysis that can 
also be applied to a wider time range. Further, in Future work, we discuss the intended sequence of 
follow-on student and alumni assessment instances that will complete GEL’s long-term recurring 
plans for program assessment connecting student development and career outcomes.  
 
Background 
 
EL programs’ approaches to assessment 

 
Given the challenges of assessment in EL relative to traditional subjects that can more readily 
assess learning through exams and student deliverables, recent research suggests that EL programs’ 
assessment approaches are often rooted in one of three measurements types: self-efficacy 
measurement (e.g., [13, 19, 20]) skill or competency self-assessment (e.g., [5, 2122- 23]), or career-
related outcomes assessment (e.g., [6 7- 8]). The self-efficacy approach involves measuring students’ 
beliefs about their abilities to carry out designated types of performances, sometimes referred to as 
“task-specific self-confidence” [24, p.1]. Self-efficacy measures typically employ survey items with 
0%-100% confidence scales in 10% increments [14]. Items are customized to measure confidence 
in context- and domain-specific activity definitions that are aligned to components of a curriculum 
[24]. Other researchers, meanwhile, have developed engineering leadership competency items that 
employ Likert-type scales rather than confidence scales (e.g., [5, 22, 23]). Similarly, these items 
assess participants’ level of agreement with statements that are descriptions of personal competence 
(e.g., “I can organize and structure a group to accomplish a common goal” [5, p.126]). In examples 
spanning both the self-efficacy and competency approaches, developers of assessment instruments 
have employed analytical categorization methods to organize larger quantities of individual survey 
items into a more succinct number of multi-item factors (e.g., four [5], six [20], etc.) that each 
assesses a relevant capability area. Beyond these approaches rooted in self-assessment, others have 
deployed assessment instruments to measure downstream outcomes related to career achievement, 
typically during the early alumni years (e.g., [67- 8]). For instance, programs have measured the extent 
to which alumni have attained positions and responsibilities related to program aims [6, 8], or, 
through qualitative analysis, the extent to which leadership themes are apparent in alums’ work and 
careers [7]. Examples from among these career-focused assessments have also measured the extent 
to which respondents feel, retrospectively, that their time in the EL program supported their career 
achievement [6, 8]. 
 
Considerations for self-efficacy assessment in EL programs 

 
The assessment instrument we examine in this paper follows the self-efficacy approach for pre-, 
mid-, and post- program learning evaluation. Several qualities of this method led to its adoption at 
GEL. First, though methods based upon student self-evaluation have raised validity concerns [25, 26], 
researchers have found the self-efficacy approach can be valid and reliable when applied to 
appropriate measurement scenarios (e.g., [20, 2728-2930]); in particular, when it is employed to assess 
confidence in specific abilities situated in present-day, familiar performance contexts for the 
participant [14]. Further, validity of self-efficacy assessment instruments may be strengthened by 
the incorporation of “practice items” [14, p. 313] that precede measurement items and that 
familiarize respondents with the self-evaluation process by prompting them to first assess their 
confidence in highly recognizable and basic tasks (e.g., [29, 30]). Lastly, given self-efficacy’s 
emphasis on item design that incorporates context- and domain-specificity, this assessment approach 



   
 

can be readily tailored to align with learning objectives in an experiential learning-based curriculum 
[14, 24]. At GEL, we leveraged the concurrency of curriculum and assessment design to develop 
self-efficacy scale items that align with capability definitions from the Capabilities. 
 
Conducting EL program assessments longitudinally 

 
Complex growth trajectories in students’ self-assessed leadership capabilities – for instance, 
trajectories where mid-program assessments stagnate or dip below pre-program assessments before 
rising in post-program assessments – are discussed as another assessment challenge in EL programs 
[4, also citing: 26, 31, 32]. Whether such growth patterns exist appears to relate to the magnitude of 
students’ incoming assessments and to the measures being examined [4]. Nonetheless, these findings 
have led researchers to observe that “the most accurate change in [self-assessment] ratings may be 
between the mid- and post-assessments, after raters have an opportunity to calibrate their views based 
on class experience” [4,  p. 17]. Similarly, scholars of self-efficacy assessment emphasize the role of 
learners’ “calibration” experiences in enabling accurate assessments, finding that “individuals must 
have realistic or accurate perceptions of their ability for a given task” [24, p. 82]. Given the likelihood 
that students enter EL programs at differing levels of pre-existing abilities and with differing prior 
calibration experiences, it follows that researchers have suggested longitudinal approaches to EL 
assessment [34- 5]. Employing a longitudinal approach allows learning trajectories established over 
multiple checkpoints to form the primary basis of assessment and comparison, avoiding a reliance 
on potentially fragile single time point or single time segment learning outcomes measurements. 
 
Development of self-efficacy scale items for GEL 

 
Following from the program’s capabilities-based curriculum [10], GEL utilized self-efficacy scale 
design guidelines [14] to develop assessment items that align with capability action descriptions. In 
the assessment model examined in this paper, these items, 29 in total (shown later in Table 2), are 
organized into a hypothesized set of eight capability categories. The category scheme follows that 
of the Capabilities [10], yet with the two largest original categories (by item count) divided into 
smaller component categories that reflect how learning in related areas in the program is organized 
in practice. This results in eight capability categories: Initiative and accountability, Team building, 
Self-awareness, Sensemaking, Communicating across differences, Communicating to build trust and 
to influence, Visioning, and Implementing and delivering. Since this basis for these groupings of 
related items comes from an established curricular structure, itself based on consensus workshops, 
our evaluation of the assessment model follows a confirmatory factor analysis (CFA) approach that 
tests this hypothesized grouping of the items [16]. Our overall examination of the assessment 
instrument, as discussed in Methods, includes both this evaluation of the structure of the model 
(i.e., CFA) and internal consistency checks for each factor in the model based on empirical data. 
 
Methods 
 
Participant recruitment and longitudinal response matching 

 
All GEL students and alumni are periodically invited to participate in survey-based assessment as 
part of the longitudinal assessment plan described in an earlier stage of this project [17] and in 
compliance with a determination from MIT’s Institutional Review Board. Findings examined in 
this present paper are from pre- and post- GEL Year-1 survey sessions conducted between 
September 2021 and May 2024. All sections of survey questions composing the longitudinal 



   
 

assessment are hosted via Qualtrics XM survey software. Any participants accessing this assessment 
system, ranging from incoming undergraduate students through mid-career alumni, begin at the 
same survey welcome/consent screen, and are then routed to appropriate subsets of questions based 
upon class year and academic status information they provide. For the pre- and post- Year-1 survey 
instances examined here, students were provided 15-minutes of in-class time to complete the survey. 
The welcome/consent screen informs participants that the survey is voluntary and anonymous, and 
that it is part of a sequence of surveys where same-participant responses will be aggregated. If 
consent is provided, the survey asks participants to generate an anonymous Self-Generated 
Identification Code (SGIC) in accord with methods described in [18]. This SGIC approach 
prompts respondents with a series of questions that are each designed to produce one character of a 
six-digit code based on inquiring about information that is likely to be enduring and remembered 
(e.g., “enter the number of older siblings you have”), resulting in an anonymous tracking code that 
becomes part of each survey record. The pre-/post- Year-1 self-efficacy change analysis presented in 
this paper utilized these SGICs to match same-student pre- and post- year responses. 
 
Self-efficacy measurement and reporting 

 
Students provided self-efficacy ratings as part of both the pre- and post- Year-1 segments of the 
longitudinal survey. Just prior to entering their ratings, respondents were shown a practice item 
(i.e., “How confident are you in your current ability to always arrive at your meetings on time?”) to 
familiarize them with the rating system and confidence scale (i.e., a 10-point confidence scale, 
spanning 0-100% in 10% increments) [14]. Responses were then recorded in Qualtrics for the 29 
items composing the assessment instrument.  
 
Tracking changes in student self-efficacy ratings (pre-/post- program or program segment) enables 
comparisons across ratings to reveal which capability areas exhibit the largest and smallest changes 
over time. However, a simple comparison of change magnitudes does not account for differences in 
average starting values among ratings. Incoming student ratings that are initially high (relatively 
speaking) in certain areas may be less likely to exhibit as high a magnitude of further positive change 
compared to areas that are initially low. We have therefore developed an approach for visualizing 
results so that both overall magnitudes of ratings and the magnitudes of pre-/post- change can be 
viewed simultaneously. To accomplish this, we present self-efficacy results in scatter plots where 
the x-axis represents the mean self-efficacy score of each item post-hoc and the y-axis represents 
the mean change in self-efficacy scores between the instances of the assessment being compared. 
Y-axis values are determined by computing averages of same-student comparisons: here, we 
subtract the initial instance self-efficacy survey score from the subsequent score for each item, and 
for each respondent, before computing mean change across respondents. Statistical inference to 
assess the significance of changes in self-efficacy is also possible by the Wilcoxon signed-rank 
test, accounting for paired ratings coming from the same respondent. We present an example set of 
self-efficacy change analyses with significance levels in Appendix Table A1; the significance 
levels themselves are not a focus of this paper’s discussion because they are limited to a single 
segment of a longer intended longitudinal sequence that will be examined in future work. 
 
Confirmatory factor analysis and consistency checks 

 
To perform confirmatory factor analysis, we utilized the SEM (Structural Equation Modeling) 
command in Stata. We mapped the 29 items to their respective eight factor groupings and 
computed several conventional measures of goodness-of-fit to examine the factor groupings in our 



   
 

model: root mean square error of approximation (RMSEA), comparative fit index (CFI), Tucker-
Lewis Index (TLI) and the standardized root mean square residual (SRMR) [33, 34]. We assessed 
the factors to determine whether all items in each exhibit at least a minimum factor loading of 0.4 
[35, 36]. We also assessed the hypothesized model form by comparing our proposed eight-factor 
scheme to a single-factor scheme through a 𝜒² difference test. By calculating the difference 
between the 𝜒² of the single-factor and eight-factor schemes and assessing its significance, it is 
possible to determine whether the eight-factor scheme exhibits the expected better model fit 
relative to the single-factor scheme. Finally, we assessed internal consistency for each factor by 
examining whether each exhibited a Cronbach’s alpha value exceeding a minimum of 0.7 [37, 38]. 
 
Response sample and data handling 

 
To achieve the minimum recommended sample size for CFA, > 300 respondents [39, 40], it was 
necessary to aggregate assessment survey data from multiple academic years. Since GEL has a 
typical Year-1 class size of 130-150 students, and with some attrition expected, we employed a 
three-year aggregated sample for CFA from academic years AY2021-22, AY2022-23, and 
AY2023-24. Forming this multiyear sample for CFA was accomplished algorithmically by 
extracting the first instance of self-efficacy ratings data from each individual in the overall dataset 
from that span (yielding n=420); thus, no repeat ratings from the same individual are contained within 
this sample employed for CFA. Forming the sample employed for this paper’s second purpose, the 
example pre-/post- program segment self-efficacy analysis, however, required a different method. 
Here, matched pairs of same-individual pre- and post- ratings needed to be aggregated. We 
employed the SGIC to identify the same-individual pairs of ratings in the dataset from the same time 
span, yielding a smaller sample of n=132 matched pairs. A discrepancy in the sizes of these two 
subsamples drawn from the AY2021-22 - AY2023-24 data is expected for several reasons related 
to conditions requisite for achieving perfect survey pair matches. First, the data from any given 
survey instance are incomplete (relative to the enrolled student population) due to both voluntary 
response rate and imperfect attendance at the in-person survey session, resulting in an average rate of 
missing responses of 20% at a given survey instance. Secondly, the program typically experiences 
student attrition, averaging 33% student loss between survey instances (i.e., spanning the start to 
end of an academic year) across our multiyear sampling period. Lastly, given that it is voluntary 
and unenforceable, the use of the anonymous SGIC for longitudinal matching comes with a known 
trade-off of an expected data loss of 10%-20% [18] from a given survey instance due to SGIC user 
input errors or omissions, despite a checkbox prompt for all respondents to verify their SGIC. These 
issues compound to reduce the number of same-student perfect matches across two survey 
instances relative to the total number of individuals completing at least one survey instance. 
  
Among the superset of n=420 unique individuals in this study, 76.2% provided voluntary 
demographics information at the incoming survey instance (notably, the longitudinal survey 
sequence does not inquire again about demographics after the first instance). Table 1 presents a 
summary of participant demographics. The GEL program cohort has tended to be diverse in its 
representation of historically underrepresented demographics in engineering. Here, for instance, we 
find that women compose 54.4% of respondents, Black or African American students compose 
9.6%, and Hispanic or Latinx students compose 17.6%. Recently reported (Fall 2024) representations 
of these groups in the undergraduate population at MIT are 48.2%, 7.7%, 14.1%, respectively [41]. 
An area where the GEL cohort appears to under-represent individuals relative to the MIT population 
is in international student status, where we found 8.8% of respondents to be international students 
(compared to 11.7% of undergraduates university-wide). 



   
 

Table 1. Participant demographics 
 

 
 

Results 
 
Assessment instrument evaluation 
 
Table 2 presents components of the assessment instrument, with its 29 items grouped by factor. 
Factor loadings are shown for each item, with each found to exceed the minimum acceptable factor 
loading value of 0.4 [35, 36], indicating sufficient correlation between items and their associated 
factors. We also note acceptable (or better) measures of internal consistency for each factor, as 
evidenced by Cronbach’s alpha values exceeding 0.7 for each [37, 38]. Further, Table 2 introduces 
abbreviated labels for the factors and items that are referenced later in this Results section. 
 
We next examine the model-level goodness-of-fit indices for our eight-factor model, comparing them 
to those for a baseline model that maps all 29 items to a single factor (Table 3). Both models have a 
high and significant 𝜒², indicating we cannot presume the impossibility of a better-fitting model 
configuration in either case. However, a test comparing 𝜒² between these nested models, as well as 
an examination of other fit indices, allows us to determine the acceptability of fit of the proposed 
eight factor model [42, 43]. These alternate fit evaluations are appropriate because the 𝜒² test is 
highly sensitive to large sample sizes; it tends to imply a mis-fit model for large samples, even if the 
mis-fit is trivial, and is therefore conventionally augmented by other tests [42, 44]. In the case of 
evaluating our eight-factor model against the baseline model, a nested model comparison 𝜒² test 
indicates the eight-factor model is a significantly better fit. Here, lower 𝜒² indicates better fit [42], 
and the nested model comparison finds that 𝜒² is significantly reduced by 771.0 (p < 0.01) in the 
eight-factor model relative to the single-factor model. Next, we observe that other conventional fit 
measures applied to the eight-factor model also indicate good fit: acceptably low values of RMSEA 
(0.07) and SRMR (0.06) [33, 45], and acceptably high values of CFI (0.91) and TLI (0.90) [34, 45], 
though we note that the latter is at the conventional minimum. Further, we find these fit index values 
to be comparable to those from a recent evaluation of a similarly configured assessment instrument 
in another engineering education context [44]. In contrast, the RMSEA, SRMR, CFI, and TLI fit 
indices for our single-factor baseline model are poorer in all cases, indicating unacceptable fit of 
that model configuration (Table 3). From these findings, we infer that the eight-factor model has fit 
characteristics acceptable for its use as an engineering leadership capabilities assessment. 
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Table 3. Model fit statistics 
 

 
 
Self-efficacy change analysis and visualization 
 
For illustrative purposes, we next present a self-efficacy change analysis using data collected via 
the eight-factor instrument. Here, we examine self-efficacy over the GEL Year-1 segment from the 
same-student pre-/post- segment matched pair ratings (n = 132). Figure 1 presents a scatter plot of the 
mean rating outcomes for items composing each of the eight factors, employing the x- and y-axis 
scheme described in Methods. A linear trend line applied to these data is downward sloping (slope = 
-0.34). This negative slope indicates a trend where the higher a self-efficacy score is initially, the 
less it is expected to positively change over the course of a program segment. We also find, when 
plotted individually, that the points for all 29 of the individual items follow a similar left-to-right 
downward trend in this axis scheme (Appendix Figure A1). The layout of the axes in Figure 1, 
meanwhile, assists with results interpretation: a hypothetical point toward the bottom left of the 
graph indicates both a small outgoing self-efficacy rating and a small amount of growth (which, 
together, also imply a low incoming rating); comparatively, a point toward the upper right would 
indicate a relatively large amount of self-efficacy growth and a comparatively high outgoing rating. 
Thus, the upper right of the graph suggests comparatively strong outcomes. The upper left of the 
graph, however, is also an area indicative of promising outcomes: here, a relatively large amount of 
self-efficacy growth is observed, yet the incoming ratings were likely quite low to begin with, 
suggesting both substantive development and room for further growth. 
 
Per Figure 1, we observe a positive change in mean self-efficacy scores over the course of GEL 
Year-1 for all factors, with these increases ranging from five to 11 points (y-axis). We also observe 
that the final mean self-efficacy scores for the eight factors range from 67 to 80 (x-axis). Additional 
descriptive statistics characterizing the distributions for all points plotted in Figure 1 are provided 
in Appendix Table A1. While we find that most mean self-efficacy ratings are within 3 points of 
each other on both the x- and y-axes of Figure 1, we observe that the “Implementing and 
Delivering” factor has a final mean rating that is more than six points lower than any other factor. 
This spotlights a factor characterized by a low mean incoming self-efficacy score, and, though 
there was substantial growth in the rating over the course of GEL Year-1 (i.e., > 10 points), the 
post-segment mean rating for this factor remained substantively below the other categories. 
“Initiative and Accountability,” on the other hand, is a factor exhibiting the opposite progression: 
its post-segment mean is the highest self-efficacy score of any of the factors (79.48), while it 
simultaneously exhibits the smallest pre-/post- change in self-efficacy score of any of the factors 
(5.09). We observe “Sensemaking” to be the factor that improved the most with respect to its final 
self-efficacy score, placing it highest above the linear trend line. Though we do not aim to draw 
conclusions about self-efficacy changes based on the single program segment used for illustrative 
purposes in this Work in Progress paper, we provide statistical tests of the significance of the 
changes for reference in Appendix Table A1. As shown, all of the pre-/post- segment mean 
changes in the eight factors are found to be statistically significant (p < 0.001). 



   
 

   

  Figure 1. Mean self-efficacy outcomes for all factors 
 
Without the availability of an external comparison group at this stage of the study, we must infer 
meaning from these findings through internal relative comparison – for instance, identifying 
comparative strengths and areas for improvement in learning across the curriculum at present. To 
enable this comparison, we establish a thresholding convention shown on the graphs in Figure 2. 
While Figure 1 presents the factor (category) means, Figure 2’s graphs instead plot the means for 
all 29 individual items. The data in each of Figure 2’s eight graphs are identical, yet each separately 
highlights the items composing a different one from among the factors. All of Figure 2’s graphs 
also contain an identical triangular shaded region. With its hypotenuse matching the slope of the 
linear best-fit line for the set of 29 mean self-efficacy scores, this shaded region is set to encompass 
the bottom 20% of items in terms of growth (relative to outgoing self-efficacy). This “bottom 20%” 
threshold therefore reveals weaker areas of learning that may be improvement opportunities for the 
program. The 20% threshold value is a strategic choice and is not statistically derived; however, we 
intend to use it consistently over many years to allow us to detect whether the same weak areas 
underperform consistently. Beyond examining the composition of the threshold region, we also plan 
to examine the position of the diagonal threshold line over time; if the line rises along the vertical 
axis in successive cohorts, a year-over-year net growth in self-efficacy ratings is detected. 
 
As shown in Figure 2, clusters of points composing each factor can be discerned relative to the 
trendline and threshold, illustrating that growth in some capability areas appears to be stronger than 
other areas. For instance, all four items in the “Sensemaking” group are above the trendline, 
reflecting a category that exhibits above-average growth over GEL Year-1 (relative to other factors). 
The items composing “Initiative and Accountability,” meanwhile, are all below the trendline, with 
two in the threshold region, suggesting possibilities for program improvement in this area. In total, 
six items are in the shaded 20% threshold area: items a, c, k, v, x, and z. These graphs in Figure 2 offer 
more granularity than the factor averages for identifying improvement opportunities in the 
program. Meanwhile, Appendix Table A1 provides more detailed statistics for the self-efficacy 
ratings for all 29 items, including tests of statistical significance of the pre-/post- program changes. 
At the p < 0.05 significance level (or better), we find that 28 of the 29 items exhibit a statistically 
significant improvement in self-efficacy between the beginning and end of GEL Year-1, with Item c 
from “Initiative and Accountability” being the one item exhibiting non-significant change. 



   
 

 
 

Figure 2. Mean self-efficacy scores for all items (grouped by factor) 



   
 

Limitations of findings 
 
Limitations should be considered when interpreting findings from this Work in Progress paper. 
First, changes in self-assessed leadership skills are known to be sensitive to measurement timing 
and to variation in incoming students’ capabilities; therefore, a series of multiple measurements taken 
over time may be necessary to accurately identify growth in these capabilities among an EL 
program cohort [4, 26, 31]. The example self-efficacy outcomes presented here are inferred from 
only two measurement points (i.e., before and after one segment of GEL). Formal characterization 
of engineering leadership capability growth trends associated with GEL is best accomplished with 
additional longitudinal data, such as from follow-on self-efficacy measurement and career outcomes 
measurement (both of which are presently in process, as discussed in Future Work). This paper’s 
self-efficacy outcomes data are therefore intended for methodological illustration purposes. Further, 
though our findings indicate a successful evaluation of GEL’s assessment survey instrument in 
terms of model fit (factor structure) and internal consistency, some of the evaluation indices were at 
or near acceptability thresholds. The instrument will therefore benefit from further checks upon 
model fit and internal consistency from additional acquired data as the instrument is used in the 
future, or if additional measurement items are proposed for inclusion into the instrument. For 
instance, while the present 8-factor model demonstrated significantly better model fit compared to 
an ungrouped model (i.e., single-factor model) and exhibited strong RMSEA and SRMR error and 
residual metrics, respectively, its TLI and CFI model fit indices were near the low-end threshold of 
0.9. Meanwhile, the “Communicating across Differences” factor was found to have a Cronbach’s 
alpha near the low-end threshold of 0.7, suggesting internal consistency should be monitored for 
this factor as additional data are acquired. 
 
Discussion and conclusions 
 
Longitudinal self-efficacy measurement as a tool for EL program evaluation 
 
Similar to prior works, we find self-efficacy measurement to be a promising means for assessment 
in an EL program based on conventional measures of model fit and internal consistency. Yet, since 
prior research highlights that this type of measurement can be sensitive to differences in incoming 
student capability levels (across measures) and to the extent of students’ prior practice experiences, 
we find it appropriate to develop mitigations for such sensitivities as components of an overall 
assessment plan. Our mitigation approach is threefold, one facet of which is a focus of this Work in 
Progress study, and two of which are planned for future work.  
 
In the present study, to accommodate variation in incoming self-efficacy levels across measures, 
we piloted a novel way of visualizing and interpreting self-efficacy change. The approach 
simultaneously presents both magnitudes of self-efficacy ratings and their pre-/post- program 
segment changes, while incorporating a reference trendline (Figure 2). This method takes known 
measurement sensitivity into account by encouraging a focus on a given measure’s change across a 
program segment relative to its level at a time point of interest, rather than on an absolute 
measurement of self-efficacy. Since the empirically-derived trendline suggests that, on average, 
self-efficacy ratings that are already high among incoming students will be less likely to further 
grow to the same extent as those measures typified by low incoming ratings, a strategic goal-
setting approach for continuous program review and improvement is implied: those capabilities 
that are core to a program’s intended learning, yet that are shown to typically be low among 
incoming students and are exhibiting low growth (relatively speaking) may be the best targets for 



   
 

educational improvements in the program. How many capabilities to target for improvement in a 
given assessment cycle is a program’s choice; however, a percentile thresholding approach, similar 
to that described here (Figure 2), offers a means for consistent evaluation over time. 
 
Future work 
 
Future work is planned to continue integrating this assessment system into the ongoing operation 
of GEL, as well as to expand it for use in peer programs at MIT that also focus on professional and 
leadership skills development. Both such activities are in-process as of this writing. 
 
In GEL, this assessment system’s full roll-out will further strengthen our understanding of 
participant outcomes through two additional attributes that help mitigate measurement sensitivities: 
an additional longitudinal time point for self-efficacy measurement (i.e., such that a three-point 
incoming, midpoint, and outgoing sequence is achieved), and a coupling of same-participant in-
program measurements with alumni career-related outcomes measurements. To achieve the three-
point self-efficacy sequence, the assessment described here will be recurrently deployed at the start 
of junior year, end of junior year, and end of senior year. It will therefore encompass a baseline 
measurement, a measurement at the end of GEL Year-1, and a measurement at the end of GEL 
Year-2. Participants who do not opt to participate in Year-2 will be invited to take the assessment 
at the end of their senior year for comparative purposes. Meanwhile, all student participants in GEL 
will later be invited, with incentives, to take a recurring alumni outcomes survey during their career 
years, as described in a prior publication from this research project [17]. This alumni survey assesses 
career readiness, occupational outcome types, career advancement, leadership roles undertaken, and 
perceived program support toward such roles. A prior report on this GEL alumni assessment [17] 
presents findings from a sample of program alumni; yet, given the state of the assessment system 
roll-out at that time, could not connect those alumni outcomes to in-program student assessments. 
We plan to examine and report on same-student data spanning the full intended sequence of 
longitudinal in-program and alumni surveys soon. 
 
Lastly, efforts are ongoing to expand the use of this assessment system into a sophomore year 
career skills development program, the Undergraduate Practice Opportunity Program (UPOP), and 
a graduate-level EL program, the Riccio-MIT Graduate Engineering Leadership Program (GradEL), 
both of which are peer programs to GEL at MIT. GEL and GradEL share the same curricular 
foundation [10], while UPOP utilizes its own similar capabilities-based approach. Nonetheless, in 
the cases of both peer programs, some customization of the self-efficacy instrument has been 
necessary to align the assessment’s focus with core intended learning, resulting in some unique 
items and factors in both cases; as such, both customized versions of the self-efficacy instrument 
will undergo similar factor analyses and consistency evaluations, as described in this paper, in the 
near future. The same alumni component of this assessment system [17], however, will be shared 
across all three peer programs. Further, all three programs’ assessments share the same SGIC-based 
participant log-in, allowing analysis of same-student participation across multiple programs, as 
well as the development of comparison groups for downstream analyses. As an example of the 
latter case, sophomore year participants who do not proceed into other program components will 
be invited and incentivized to voluntarily participate in junior and senior year surveys for 
comparison purposes. Future reports from this assessment initiative therefore aim to include 
outcomes analyses from the three programs, including comparisons across subsamples 
representing differing extents of program participation, where possible. 
 



   
 

 
Conclusions 
 
In this Work in Progress paper, we have presented intermediate results from the ongoing roll-out of 
a multi-year longitudinal assessment initiative for an Engineering Leadership program. Findings 
suggest that a 29-item, eight-factor self-efficacy survey instrument for EL capabilities assessment 
meets conventional standards for model fit (factor structure) and internal consistency. Stemming 
from these findings, this instrument will be used as part of a survey sequence for program 
participants that also couples, via an anonymous Self-Generated ID Code (SGIC), with an alumni 
survey component. This full system will enable same-participant longitudinal assessment 
extending from undergraduate years into the career years. In presenting this approach and its 
inherent tradeoffs and limitations, as well as its relationships to existing approaches, we hope to 
assist the EL programs community by expanding the body of knowledge on programmatic 
assessment tailored for such programs’ unique needs related to student outcomes evaluation. 
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 Figure A1: Mean self-efficacy outcomes for all items  
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