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LLM Prompting Methodology and Taxonomy to Benchmark our
Engineering Curriculums

Abstract
As Large Language Models (LLMs) continue to transform our educational landscape, we
educators find ourselves challenged by how we should use these tools and how we should help
future learners use them. Engineering education has the fortune of already including high levels
of Bloom’s taxonomy learning outcome (i.e., create), which LLMs cannot consistently perform.
Still, we need to adapt to these tools’ emergence and capabilities. How will we adjust our
curriculums to this rapidly evolving technology? This paper proposes benchmarking our courses
against LLM capabilities to benchmark our curriculums. By introducing Jamieson’s LLM Prompt
Taxonomy, a three-level classification system for LLM prompts, we create a framework to
evaluate the performance of these AI tools within our existing educational structures.

Our methodology involves crafting prompts for course assessments, categorizing them using the
proposed taxonomy, and comparing LLM performance to traditional student outcomes. We
provide an example use of this with an undergraduate course on Digital System Design. We
demonstrate how this benchmarking process offers insights into the strengths and limitations of
LLMs in an educational context.

This work serves as a call to action for educators across disciplines. By systematically
benchmarking our curriculums against LLM capabilities, we can better understand the evolving
relationship between AI and education. This understanding will allow us to refine our teaching
methods, emphasize uniquely human skills, and prepare our students for a future where
collaboration with AI is expected. As we move forward, it is crucial that we, as educators, take
charge of shaping how these powerful tools are integrated into our classrooms and beyond. This
work will illuminate the need for curriculum-based learning outcomes at high levels in Bloom’s
taxonomy.

1 Introduction
Our engineering and higher education curriculum’s complexity is greater than this project
contends to explore. However, there are many trends in modern society that we believe must be
addressed in our curriculums in the short term for our students’ benefit:



1. A broad education that includes understanding how computing technologies as tools and
essential infrastructure of our world impacts all of us.

2. Modern industry seeks a diverse workforce as this diversity impacts all facets of design. We
need to help teach this diverse workforce. This includes pushing the narrative so that all
walks of human life can see themselves as engineer, which seems to be directly linked to
early efficacy within the fields [1] [2].

3. Providing an undergraduate engineering education with an understanding that future
professionals want to impact the world in many ways, including what we have motivated in
the past, such as personal success and creating “cool” technology (traditionally motivated
by robots, games, cars, etc.), but there are many who are looking for other social impacts in
their careers including human welfare and environmental sustainability [3].

4. AI in modern society has seen the cost of using prediction technology go down to a point
where the technology is democratized to a level where any user in the first world can access
these tools [4].

5. The democratization of engineering and computing fabrication allows most people in the
first world to access (at reasonable cost) fabrication technology and computation at the
scale of an individual — this trend, pushed by artists [5] and engineers, makes the public
and our students not only aware but experienced in building things using these tools.
However, the assumption that a student, because they lived before or during a technology
emergence, is strongly skilled with that technology is false [6].

The biggest of these trends that we address in this work is trend 4, commonly referred to in the
general population as chatbots such as ChatGPT — the continued emergence of AI capabilities —
specifically, the emergence of Large Language Models (LLMs) [7] means our curriculums need to
be viewed as how AI capabilities change the educational landscape.

This work aims to provide a methodology for benchmarking our engineering curriculums with
these LLM-based chatbots. To do this, we define an LLM prompt taxonomy to quantify the LLM
and its related prompts. With this taxonomy and a model of how courses are created with learning
outcomes and assessments of learning outcomes, we provide a methodology to benchmark our
existing courses. This is a first step in evaluating how these emerging technologies will impact
our curriculums.

2 Background - Models of Education and Artificial Intelligence
Before discussing our methodology to benchmark our curriculums, we start by providing some
assumptions of what Artificial Intelligence (AI) and LLMs are in a model that might be better for
us all to understand. Generally, the definitions of intelligence, education, learning, and what our
brains do are extremely complex, and the wide variety of scientific fields (Cognitive Psychology,
Neuropsychology, Educational Psychology, Artificial Intelligence, etc.) that work in this space
provides a broad glimpse of the complexity of the questions and includes many definitions.
Therefore, we will provide starting points based on models and definitions to create a
curriculum/course benchmark.



2.1 Educable - a definition of intelligence?
First, we use Valiant’s “Educable” definition [8]:

(a) “learning from experience.”

(b) “acquiring theories through instruction.”

(c) “applying what one has acquired through (a) and (b) in an integrated way.”

This definition helps us understand what learning is in terms of (a) and (b), and from an
engineering perspective, the application and skills of engineering and design relate to (c). At
present, we can argue that humans and our ability to perform (a), (b), and (c) provide our
superabilities in information processing and transformation compared to animals and existing
intelligent agents.

2.1.1 AI and LLMs - what are they?

Now, in terms of AI, we will use Agrawal, Gans, and Goldfarb’s [4] model of AI as “prediction
machines”. Our current AI excitement of this technology (that we might argue is in the “early
majority phase” if not further in the adoption curve [9]) and its benefits and drawbacks are being
experienced and discussed in almost every space. Higher Education is no exception. Most
citizens are seeing a democratization (from a first-world smartphone owner perspective) of the
technology in the form of chatbot LLMs such that most people in North America can interact
with these tools at the touch of their fingers. LLMs are prediction machines that can interact via
language prompts — the intersection and the vast data that LLMs are trained on means that the
prediction engine can respond to our queries. Going deeper, Bowman’s eight things to know
about LLMs [10] are:

1. LLMs predictably get more capable

2. Many important LLM behaviors emerge unpredictably — Arora and Goyal [11] would
describe these as emerging skills

3. LLMs often appear to learn and use representations of the outside world

4. There are no reliable techniques for steering their behavior

5. Experts are not able to interpret the inner workings

6. Human performance on a task is not an upper bound on LLM performance

7. LLMs need not express the values of their creators

8. Brief interactions with LLMs are often misleading

This list provides insights into this technology, where we can no longer explain the technology for
particular instances/queries (AI explainability [12]). In general, though, LLMs as turn-key
solutions is a technology that can be prompted into a task and responds with a solution to that
task, typically as an artifact of text.
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Figure 1: The two dimensions of Bloom’s taxonomy [19]

2.1.2 Bloom’s Taxonomy and Learning Outcomes

In previous work by Jamieson, Bhunia, and Rao [13], we defined Learning Outcomes (LOs) and
Bloom’s Taxonomy in the following ways. We use the lenses of Bloom’s Taxonomy [14] and
Understanding by Design’s [15] filter of concepts to understand the Learning Outcomes (LOs) in
a particular curriculum and its respective courses. In our previous work, we used a similar
approach to understand the use of games in a course [16] to help educators evaluate if they should
spend time creating a game to teach a concept. Here, the choice of a LO provides an
understanding of assessments in a course, which is the intersection of LLMs and our courses. We
will then use the assessment points to develop our benchmarks.

We further define learning in this work with Valiant’s educable definition, using ideas from [17],
[18]: “Learning is the stabilization of neural networks based on a desired response”. This
definition allows us to relate the idea of learning things to the necessity of trying and doing things
since if the neurons are not firing, your neurons are not wiring (Donald Hebb stated in 1949,
“neurons that fire together wire together”). This learning model fits into our earlier definition of
“educable” but has a higher connection to the physical aspect of learning.

A Learning Outcome (LO) is an educational goal for a learner such that they are able to perform
the outcome once they have learned it. Typically, an LO is described by a cognitive process taken
from Bloom’s Taxonomy [14] and applying the method to some content related to a field of study.
Bloom’s taxonomy provides a hierarchy of cognitive processes from “lower-order thinking
skills”, such as recall and classification, to “higher-order thinking skills” such as creating or
planning. The “higher-order” thinking skills tend to be what society wants of our workers. Still,
because of the professional nature of learning, these higher-order skills are much more
challenging to develop and take significantly more time than the lower-order thinking skills to
teach and learn. Figure 1 shows two dimensions of Bloom’s taxonomy: cognitive and knowledge
dimensions [19].

However, this distinction between “higher” and “lower” can confuse educators in somehow
evaluating the quality of an LO based on where it sits in the taxonomy. As illuminated by Lang



[20], professors can fall into the trap of simply wanting to teach “higher-order thinking skills” and
assume that the lower skills can be looked up using technology such as search engines and the
like (including LLM tools like ChatGPT). In reality, achieving skills such as “create” and “plan”
in Bloom’s taxonomy requires a human to keep and think about ideas and concepts within a field
of study that requires the “remember” and “understanding”. Learning and achieving LOs at a
higher Bloom’s level, which we typically believe happens in the later portions of our curriculum
and courses, is a holistic process that requires achieving LOs at all Bloom’s taxonomy levels. We
call this misunderstanding by professors learning about teaching Bloom’s Folly.

An LO is defined in a sentence where a verb is taken from Bloom’s taxonomy [14], and the object
of the sentence describes some knowledge or skill. For example, a sample LO might be, “A
student should be able to construct a program that will then generate a desired output with a
proper sequence of program statements.” This outcome is apply in Bloom’s taxonomy cognitive
process dimension [14] and is procedural in the knowledge dimension [19]. This LO would be
considered a “middle-order thinking skill” from the taxonomy.

To further determine how significant an LO is as relevant to a curriculum or course, we use
Wiggins and McTighe’s filter [15]: (1) worth being familiar with; (2) important to know and do;
(3) enduring understanding; where the importance of an LO is more important to a student’s
future as the above number increases. This filter allows teachers to consider their LOs and course
goals and qualify their importance. This is useful because just because an outcome ranks as a
“low-order thinking skill,” if it is an enduring concept for that student in their respective field,
then it is important to emphasize and should be achieved by the student. Similarly, depending on
the time in the curriculum as related to a field, different ideas will need to be learned to progress
in a field holistically.

3 Proposed Benchmarking of our Curriculums
This project aims to provide a methodology on how to apply LLMs to our engineering education
space from the perspective of being a student/learner. We argue that the two questions of greatest
significance in this regard are:

1. How does the existence of LLM tools change what engineers/educators do daily?

2. Due to this change, how must our curriculum and courses change for the learner?

These two questions are “point solutions” as described in the book “Power and Prediction” by
Agrawal et. al. [21].

1. Point solutions: Enhance isolated components for local efficiencies. Example: Replacing
steam engines with electric generators in factories.

2. Application solutions: Redesign interdependent parts for significant efficiencies. Example:
Installing individual electric motors on machines for on-demand power usage.

3. System solutions: Overhaul entire processes for maximum efficiency. Example: Electricity
enables flexible factory layouts, leading to assembly line production.



The question of how LLMs and AI might disrupt higher education lies in a “System solution”,
which is beyond the scope of this work.

Though of great significance, these questions are hard to contemplate without an understanding of
our current curriculum and how an LLM performs in it. We use benchmarks to evaluate a system
quantitatively. Even though the system, in this case, the assessment of a learner or an AI, is
complex, this project focuses on creating these initial benchmarks.

3.1 LLM Benchmarks for a Course and Our Curriculum
The main goal of this work is to take courses in our engineering curriculums and create prompts
as assessment benchmarks for LLMs to understand what a course is assessing and gauge how an
LLM might perform in that course. Looking at engineering undergraduate education and Bloom’s
taxonomy, one of the key paradigms of the space is that our assessments tend to separate into
exam/assignment/quiz assessments. These map to Bloom’s levels Remember, Understand, Apply,
and Analyze versus more open design project questions typically aligned with Analyze, Create,
and Evaluate. LLMs are not yet performing at these later Bloom taxonomy levels in terms of
being able to complete a task in a single prompt. However, when a human can iterate and interact
with the LLM with multiple prompts, these higher-level aspects can be solved well.

Next, in this work, we will propose an LLM prompt taxonomy that we believe will correlate with
Bloom’s Taxonomy.

3.2 Jamieson’s LLM Prompt Taxonomy
We describe our taxonomy for a prompt to an LLM based on existing research in this space.
Below, we propose a composition of a three-level taxonomy for prompts and will use this
taxonomy to label our benchmarking prompts. This taxonomy for LLM prompting is based on
three levels: architecture (in sub-section 3.2.3), type of LLM thought (in sub-section 3.2.2), and
shot type (in sub-section 3.2.1). We will discuss these reverses as they go from simplest to more
complex.

3.2.1 LLM Shot Type

Table 1 shows the prompt taxonomy provided by Kanti et. al. [22]. The level they specify is
shown in column 1, and column 3 describes the details of the prompt. These levels are for a single
prompt generation. In column 2, we rely on these levels with the nomenclature
shot type-level number such that zero-1 represents the level 1 LLM prompt as a zero-shot
action/prompt. The prompt shot definitions of shot type are:

• zero-shot - is a prediction action/prompt where the action has not been trained for
specifically by the agent [23].

• few-shot - is a prediction action/prompt where the action includes examples of the form of
the action [24].

• multi-shot - is a prediction action/prompt(s) where the action is broken into several
separate actions. These multiple actions can now be distinguished into additional multi-shot



Level prompt-shot-level Directive-Type

0 zero-shot-0 No directive, just data.
1 zero-shot-1 Simple one-sentence directive expressing the high-level goal.
2 zero-shot-2 Multi-sentence (paragraph-style) directive expressing the high-level goal

and the sub-tasks that need to be performed to achieve the goal.
3 zero-shot-3 Complex (bulleted-list-style) directive expressing the high-level goal along

with a detailed bulleted list of sub-tasks to be performed.
4 zero-shot-4 A complex directive that includes the following: 1) Description of High-

level goal; 2) A detailed bulleted list of sub-tasks; 3) A guideline on how
LLM output will be evaluated/Few-Shot Examples

5 multi-shot-5 A complex directive that includes items from the previous level and 4) Ad-
ditional relevant information gathered via retrieval-based techniques.

6 multi-shot-5
blend with chain-
of-thought

A complex directive that includes items from the previous level and 5) An
explicit statement asking LLM to explain its output.

Table 1: LLM prompt level taxonomy from [22] relabelled with prompt-shot-level.

categories such as cycles of actions and linear steps, and these fall into our next
distinguishing categories such that you can have multi-shot with few-shot [7] [25].

In our prompt taxonomy, we will not consider level 6 as Kanti et. al. does in their work, and
instead, we believe that the reasoning of thought for the prompt is its classification of a
prompt.

3.2.2 LLM Reasoning of Thought

Of Thought Prompt Thought Type

nothing-of-thought (NoT) Baseline type of thought where the prompt is not asked to be reflective
or informed on its prompting.

self-improved of thought (SoT) The action/prompt includes a request to reflect and improve on the
prompt [26] [27].

chain of thought (CoT) The action/prompt includes a request to analyze the prompt in terms of
the linear chain of steps that will be output, including the reasoning for
each step [28].

tree of thought (ToT) Extends CoT by allowing branching paths for exploring alternative so-
lutions [29].

graph of thought (GoT) A flexible approach that models information as a network of ideas with
connections representing dependencies [30].

program of thought (PoT) separate reasoning from computation, where the LLM defines
problem-solving steps and an external program does calculations [31].

Table 2: LLM prompts type of thought

Here, we propose a deeper taxonomy for LLM prompts beyond Kanti et. al., which we will call
Jamieson’s LLM prompt Taxonomy. However, we take Kanti’s taxonomy levels and label those



as prompt-shot-level for the taxonomy described in the previous section. The next taxonomy level
is the type-of-thought, broadly viewed in Table 2. We include basic thought models that are
currently employed in prompt engineering. Different thought types have been shown to improve
the prompt output quality concerning the requested action/prompt.

3.2.3 LLM Agent Architecture

ChatBot as Agent Architecture Description

Prompt/Response The agent is provided a prompt and gives a response.
Multi-Prompt/Automated Response In this model (such as PoT), a prompt response is provided where

the response generates additional prompts.
Human-in-the-LLM-loop (HiLL) Prompt are provided, and the human uses the response to guide the

task forward.

Table 3: LLM prompts as agents in an architecture

Finally, as has been eluded to in some of the definitions from above, we define different
approaches to using the prompting chatbot in a system — or the architecture. Table 3 shows the
various models that have been currently used [32]. In these architectures, the LLM chatbot is
considered an agent and is part of a more extensive system architecture. The architecture of that
system is very briefly classified above. However, the architecture can include much more
complexity regarding capabilities such as memory, function calls to other tools/agents, and
planning. For example, an architecture we might consider is the recent Retrieval Augmented
Generation (RAG) based systems [33] [34] that blend LLMs with the retrieval of and memory of
queries.

The taxonomy of a prompt consists of three levels: {architecture; reasoning; prompt-shot-level}.
We will argue that these three levels, from left to right, define the capability of the prompting
approach (more complex prompts have a more complicated architecture, use advanced reasoning
techniques, and are few-shot templated prompts). From a benchmarking of LLMs in our
curriculum perspective, we propose to have instructors/project participants work at a prompt for
their assessments and document “Jamieson’s LLM prompt taxonomy” instead of enforcing a
specific approach. In direct relation to this, we believe that the {create, analyze, and evaluate}
levels of Bloom’s taxonomy will correlate more closely to the more complex prompts with
complex agent/system architectures that have not yet been created.

4 Sample Benchmarking a Course
This work proposes that we educators need to observe how well an LLM performs within our
curriculums. The ideal result is to make benchmarks for our courses that could be run on various
LLM tools (of which there are many and will be many more). The motivation for creating this
methodology comes from the work by Kevian et. al. [35], where they benchmarked control
courses at the University of Illinois and UC San Diego and provided early ideas on benchmarking
a course topic. Several other efforts are emerging in this regard, including benchmarking



mathematics by Zou et. al. [36] and a comprehensive question of how LLM chat-bots perform in
engineering by Borges et. al.[37].

Several efforts are underway to benchmark LLMs against each other and in specific intelligent
tasks. Our goal in this work is not to test the different LLM chatbots to quantify which is best but
to understand how LLMs perform in our curriculums and courses. However, some of the ideas
from the benchmarking of LLMs apply to this work. Two popular benchmarks for LLMs include
LMentary [38], and BIG-bench [39]. These benchmarks have been used in various ways to
understand the qualities of LLMs (and are not the only ones in existence).

No formalized benchmarking paths have emerged in higher education, but a range of researchers
in almost all domains have been researching and publishing small-scale explorations. For
example, Balhorn et. al. [40] evaluated ChatGPT’s answering capabilities in the natural sciences
and engineering. They used a rubric to assess the responses and compared various aspects in this
space to human-level students at the undergraduate, master, and Ph.D. levels. Rein et. al. [41]
performed a similar benchmark (in this case, multiple choice questions) to evaluate GPT-4. These
two examples are from the larger attempts, but many results are at the individual course/topic
level.

We provide a base benchmark using a course we teach called ECE 287 —Digital System Design
at Miami University. This second-year course focuses on teaching students how to create a digital
system on an FPGA to implement algorithms.

1. Using the course ECE 287 as a template, we will create prompts to generate chatbot results
for each of our assessments. This will include the associated Jamieson’s LLM prompt
taxonomy for each prompt.

2. Next, with the results from the prompt, the benchmarker will evaluate the result as if they
were grading a student — what should emerge is a letter grade or numerical point result
(maybe using a rubric or not, but following the approach the instructor follows)1.

3. Each participant will need to look at the assessments in their course and create prompts for
those they can, as provided by the template.

4. Based on the results, we can aggregate the data and make claims such as “How well the
LLM performs in a course.”

4.1 Basic Prompt Benchmark Template
We suggest taking course assessments and putting them in the following prompt template for a
starting prompting point. From Jamieson’s LLM prompt taxonomy, this is a {Prompt/Response;
CoT; multi-shot-5} prompt template that can be made into a zero-shot-4 if there are no examples
(for the multi-shot). In this particular 2nd year course, the LLM can achieve the exams and
assignments with this level of prompting, but as we will show, as Bloom’s taxonomy level goes
higher, the LLM cannot complete the assessment.

1We note that this approach is biased because the instructor knows that the LLM is doing the assessment.



Algorithm 1 Template for {Prompt/Response; CoT; multi-shot-5} Prompt
1: Problem/Task: XXX-[Provide the full text of the problem or task]
2: Prompt: Please solve the above problem using the following steps encased in the step num-

bers:
1) Analyze the problem and identify key components.
2) Provide a step-by-step solution, explaining your reasoning for each step.
3) Evaluate your solution and consider alternative approaches.
4) Summarize your final answer and justify your reasoning.
5) Reflect on the problem-solving process and suggest potential improvements.
6) Assess your problem response based on the assessment technique provided.

3: Exemplars: Here are two examples of similar problems with their solutions. Using these
examples as a guide, please proceed with solving the given problem by self-correcting and
providing reasoning for your solution steps:

[Example 1 - XXX]
[Example 2 - XXX]

4: Assessment Technique: This question is assessed via XXX-[Describe the assessment method,
e.g., rubric details]

Note, if there are no examples, this can be removed and becomes a {Prompt/Response; CoT;
single-shot-4}.

4.1.1 Example Prompt Template from ECE 287

Here is a simple example of an assignment problem with the prompt in yellow (edited for the
paper) and the response in green. From the author’s perspective, he would have assessed this at
the same rank as Claude-3.5 LLM did.

Problem/Task

What is the transistor count and truth table for the following circuit described as a graph of
nodes where nodes are gates, primary inputs, primary outputs, Gnd, and Vcc:

• 2AND (inputs: A, B, output: 2AND)
• NOT (inputs: 2AND, output: NOT)
• 2NOR (inputs: B, C, output: 2NOR)
• 2XOR (inputs: NOT, 2NOR, output: OUT)
• A (type: primary input)
• B (type: primary input)
• C (type: primary input)
• Vcc (type: power supply)
• Gnd (type: power gnd)
• OUT (type: primary output)



Prompt

Please solve the above problem using the following steps encased in the step numbers:
1. Analyze the problem and identify key components.
2. Provide a step-by-step solution, explaining your reasoning for each step.
3. Evaluate your solution and consider alternative approaches.
4. Summarize your final answer and justify your reasoning.
5. Reflect on the problem-solving process and suggest potential improvements.
6. Assess your problem response based on the assessment technique provided.

Assessment

This question is assessed via a rubric with the following:
• 0.4 pts - Excellent: Question completely solved (work shown where appropriate) and

no errors.
• 0.32 pts - Very Good: Question answered with only one or two minor errors.
• 0.25 pts - Average: Question attempted, but a significant error or miscalculation

(where the learner has not reviewed) has led to an okay (but incorrect) solution.
• 0.19 pts - Below Average: Some of the question has been solved, but missing major

portions of the solution.
• 0.1 pts - Poor: A poor attempt at the question with no progress toward a solution.
• 0 pts - No Marks: Either no attempt, or the attempt seems to have no direction to

solving the problem.



Response - Claude 3.5

Let’s solve this problem step by step:
1. Analyze the problem and identify key components:
• We need to determine the transistor count and truth table for the given circuit.
• The circuit consists of a 2AND gate, a NOT gate, a 2NOR gate, and a 2XOR gate.
• There are three primary inputs: A, B, and C.
• The output is labeled OUT.
• We need to consider the connections between these gates.

2. Step-by-step solution:
1. Transistor count:

• 2AND gate: typically 6 transistors (4 for AND, 2 for output inverter)
• NOT gate: 2 transistors
• 2NOR gate: 4 transistors
• 2XOR gate: typically 12 transistors
• Total transistor count: 6 + 2 + 4 + 12 = 24 transistors

2. Truth table construction:
• We have 3 inputs (A, B, C), so we’ll have 23 = 8 rows.
• Let’s evaluate each gate’s output for all input combinations:

A B C 2AND NOT 2NOR OUT (2XOR)
0 0 0 0 1 1 0
0 0 1 0 1 0 1
0 1 0 0 1 0 1
0 1 1 0 1 0 1
1 0 0 0 1 1 0
1 0 1 0 1 0 1
1 1 0 1 0 0 0
1 1 1 1 0 0 0

3. Evaluation and alternative approaches:
• This solution provides both the transistor count and truth table as requested.
• An alternative approach could involve using Boolean algebra to simplify the circuit before creating the truth

table, but this wasn’t necessary for the given task.
4. Final answer summary:
• Transistor count: 24
• Truth table: As shown above, with 8 rows covering all possible input combinations and their corresponding

outputs.
• The transistor count is based on typical implementations of these gates in CMOS technology. The truth table is

derived by following the signal through each gate in the circuit for all possible input combinations.
5. Reflection and potential improvements:
• The solution directly addresses both parts of the problem.
• To improve, we could provide a more detailed explanation of how each gate’s output is determined, especially

for the 2XOR gate.
• We could also discuss how the transistor count might vary with different implementations of these gates.
6. Self-assessment based on the provided rubric:
• I believe this solution merits the ”Excellent” rating (0.4 pts) because:

– The question is completely solved with work shown.
– Both the transistor count and truth table are provided.
– The reasoning for the transistor count is explained.
– The truth table is constructed step-by-step.
– There are no apparent errors in the solution.

Using prompts like these, we evaluated our course ECE 287. Table 4 shows the performance of
Claude 3.5 in the course. Columns 1 and 2 show the course assessment and the points they are



Course Actual LLMs Jamieson’s LLM
Assessment Points Score Prompt Taxonomy
Participation 4 NA
Exam I 6 6 Prompt/Response; CoT;zero-shot-4
Exam II 6 8 Prompt/Response; CoT;zero-shot-4
Exam III 8 6.5 Prompt/Response; CoT;zero-shot-4
Labs 38 28.5 Prompt/Response; CoT;multi-shot-4
Assignments 15 14 Prompt/Response; CoT;zero-shot-4
Quiz Preps 10 8.5 Prompt/Response; CoT;zero-shot-4
Project 15 NA
Totals 102 71.5

Table 4: LLM performance in ECE 287

worth. Column 3 shows Claude’s evaluated response score, which shows whether the LLM can
do it (green) or not (red). Column 4 shows the prompts level in Jamieson’s LLM prompt
taxonomy presented earlier.

For the letter grade mapping the instructor uses in his syllabus, we can say that the LLM for
assessments would score a letter grade of a “C” for the artifacts it generates. Of note, exams I and
II are done live in the classroom, but all the activities are done in the lab or out of class.

5 Discussion
So far, we have specified a method for benchmarking engineering courses for LLM chatbots. In
general, we believe that engineering educators should, at a minimum, be playing with this
technology. Starting with the simple question of “what can these tools help me achieve in my
normal work day?” is a valid space to start. It is pretty clear that our students are using these
technologies, and the reality is that there will be changes for practicing engineers, which means
that we need to ask “how should we change what we teach?”

The above approach will give each teacher insight into how well the technology works in their
subject matter. Additionally, from the lens of Wiggins and McTighe’s filter [15]: (1) worth being
familiar with; (2) important to know and do; (3) enduring understanding; we need to honestly
address our students when an activity needs to be done for the sake of developing intellectual
skills in design and theory. In education, there have always been instances of us knowing how to
solve something. Still, doing it provides and reinforces all forms of valuable development. As
educators, we need to effectively evaluate these moments and justify why the exercise is of value
to the student.

Finally, a side product of benchmarking our courses allows us to inspect our courses from the
inside out and potentially improve our teaching. When the LLM is treated like a virtual student
and is prompted to provide its reasoning, the teacher can derive more profound insight into how
an intelligence understands something. These mechanics provide insight into how the solution
process might be taught in a logical format.



6 Conclusions
In this work, we looked at how to create benchmark prompts to be assessed in the courses in our
engineering curriculums. We defined what AI is and what education is and described our prompt
taxonomy for LLMs, which is the technology behind the commercial democratization of
intelligent chatbots. With these definitions, we provide a methodology to benchmark the
individual courses that, when done at scale, would allow us to benchmark an undergraduate
engineering curriculum. We give an example of creating a benchmark of prompts for a course and
provide the results of benchmarking a single course — Digital System Design. We believe that in
higher education, we should benchmark all of our curriculums at an undergraduate level to help
us understand what our courses are providing to the learner and to be able to communicate to our
learners why they should complete course exercises while openly being able to describe how well
existing LLMs perform in a course. This will provide us with an understanding of where our
curriculums are and how to improve them.
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