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Awareness of Feature Importance in Artificial Intelligence Algorithms  
  

 

Abstract: Industrial engineering graduates need to be familiar with artificial intelligence (AI) 

due to its transformative impact on modern manufacturing and production processes. AI 

technologies, such as machine learning and predictive analytics, optimize resource allocation, 

enhance efficiency, and streamline operations. Proficiency in AI equips graduates to innovate, 

automate tasks, and address complex industrial challenges effectively. Predictive models are 

typically taught in one or more Industrial Engineering courses, such as Operations Planning and 

Control at Colorado State University Pueblo. It is beneficial that students learn the general 

implications of using predictive models. The models utilize various AI algorithms, where an 

algorithm learns from a retrospective dataset that comprises samples and features to make 

predictions. An AI algorithm trained on a balanced dataset produces good results, while an 

algorithm trained on a biased dataset may lead to unfavorable outcomes. Some dataset features 

can be eliminated as insignificant, and the AI algorithm is deployed only on the significant 

features. There are many reasons why features are insignificant beyond using just biased 

datasets. However, it is worthwhile to investigate the effects of these insignificant features, as 

detailed analyses can reveal damaging or positive consequences of the omitted features. In this 

paper, three publicly accessible datasets are used to present subjective analyses of insignificant 

features beyond the general recommendation of an AI algorithm. 

 

 

Introduction  

 

Predictive modeling is one of the skills that industrial engineering graduates possess. The 

predictive relevance of an output/response depends on the quality of the input factors, commonly 

known as the features. Among many input factors, choosing significant features for business 

operational purposes is customary. There are many reasons why a portion of the features is used 

for decision-making purposes, such as computational cost and accuracy [1,2,3]. In addition, the 

predictive algorithms are also tuned carefully to optimize for overfitting and underfitting [4]. The 

selection of significant features is based on established theories that are well-accepted in practice 

[1,2,3]. However, in this paper, we use the widely used p-value technique in statistics to 

determine the significance of a factor. Undergraduate students relatively easily understand a 

linear regression model and the p-value technique compared to advanced machine learning 

feature selection algorithms [1,2,3] presented in the literature.  

 

We perform significance analyses of three datasets used in the Operations Planning and Control 

course at Colorado State University Pueblo University and attempt to tell the stories of the 

insignificant features. These are the Advertising, Auto, and Credit Card Balance datasets, and a 

linear regression predictive model is commonly used to analyze the datasets. Telling the stories 

will expose students to a panorama of subjective views of the data analysis results to make 

inclusive and robust decisions. There are ongoing attempts to look directly or indirectly into the 

insignificant factors in the form of AI ethics [5,6,7] and AI fairness [8,9]. For example, 

AIFairness360 (AIF360) software is available to detect, understand, and mitigate algorithmic 

bias [10]. While we highly encourage educators to explore the capability of AIF360, we use the 



datasets without manipulation to compute the p-values of the features.  

 

We want the reader to know that the purpose of this paper is neither to present descriptive nor 

predictive analyses of the datasets used. Interested readers can refer to the datasets' sources in the 

reference section [11], where the p-values are computed, the regression equations are presented, 

and the data summary is presented. We aim to select one insignificant feature from each dataset 

to show-case students how to go beyond what the p-values tell us and perform qualitative 

analysis instead of just using what our AI algorithms tell us about the dataset.  

 

In the following sections, we first briefly present each dataset's purpose, sample size, and input 

features. Then, we select an insignificant feature generated by an AI algorithm when a multiple 

linear regression model is deployed. Lastly, we present a qualitative analysis of an insignificant 

feature. We do not provide detailed explanations for the input features and the regression 

equation, nor cover the preprocessing of the data. Again, readers can consult the reference 

materials [11] for the detailed computational aspects. Auto and Credit Card Balance datasets are 

part of the ISLR package, and the regression model can be run in the RStudio. The advertising 

dataset is a solved example in the reference material [11]. We have carefully chosen the data 

from publicly available libraries and textbooks [11] so that educators can easily access the 

datasets to use in their classrooms. For readability purposes, we write a dataset in italic bold and 

the features of the dataset just in italic fonts.  

 

 

Advertising Dataset  

 

The purpose of the advertising dataset is to estimate the sales of a product in thousands of units 

for a business franchise when thousands of dollars are spent on TV, radio, and newspaper 

advertising. The linear regression analysis results are presented in the reference book  [11]. We 

call the sales volume the response and the TV, radio, and newspaper advertising media features. 

The dataset has two hundred samples, which represent two hundred different markets. A multiple 

linear regression predictive AI model is used to identify the significance of the features.  

 

The p-value analysis indicates the newspaper is an insignificant feature, implying that the 

newspaper feature shall not be used to predict the sales volume. As a result, the franchise will 

not pay money to advertise their product with the newspaper publishers since the AI model 

suggests that the impact of the newspaper feature is significantly minimal. From a business 

decision point of view, not considering the newspaper as an advertisement channel makes sense 

since the significant features highly contribute to improving the sales volume. It also implies that 

the franchise would pay for the TV and radio to run the advertising, which benefits both 

broadcasting services. However, the franchise would halt paying the newspaper for advertising, 

which could lead to the demise of the newspaper printing services.  

 

The newspaper publishing discontinuity is the story behind the insignificant features that we 

want our students to be aware of when using AI output for decision-making. The story needs 

further subjective analysis beyond the predictive quantitative results of the AI recommending 

significant features to make business decisions. For example, the publishing enterprise employee 

may have been in the publishing business for decades, and it could be too late to switch jobs to 

https://rdrr.io/cran/ISLR/
https://www.statlearning.com/


maintain their livelihood, resulting in increased poverty and dependency on government 

subsidies. In addition, the closure of publishing enterprises could lead to a lack of access to 

newspapers, which could lead to a reduced quality of life for those who grew up reading non-

online publications.       

 

 

Auto Dataset  

 

This Auto dataset aligns with Quinlan 1993[12] to predict miles per gallon (mpg) for city-cycle 

fuel consumption based on eight input features: engine displacement in cubic inches, number of 

cylinders between 4 and 8, engine horsepower, vehicle weight in lbs., time of acceleration in 

seconds from 0 to 60 miles per hour, model year, whether the origin of car is American, 

European, or Japanese, and a vehicle name [11]. Three hundred ninety-two instances of the data 

are used for our analysis. The dataset was initially used in the 1983 American Statistical 

Association Exposition and maintained at Carnegie Mellon University for the StatLib library. 

 

When feature significance analysis is performed using a multiple linear regression predictive 

model, the p-value shows that the acceleration feature is an insignificant factor, which means the 

feature will be excluded from the estimation of city-cycle fuel consumption of a vehicle. 

Excluding the acceleration feature may make sense from the AI model's application point of 

view. Auto manufacturers can also reallocate the resources used to collect acceleration data to 

something else for efficiency.  

 

However, as educators, it is imperative that we encourage students to dive deep into 

understanding the pros and cons of the features overlooked by our AI algorithm.  

For example, motor vehicle acceleration can impact public safety, especially when vehicles share 

roads with pedestrians, bicyclists, and animals. According to the National Highway Traffic 

Safety Administration, a pedal application error mistaking for the brake has led to fifteen crashes 

per month in the United States [13]. Modern cars can reach 60 miles per hour from 0 miles per 

hour in less than 3 seconds, and it is also customary that auto manufacturers desire maximum 

acceleration as a selling point. For example, Bloomberg reported the following in 2023, under 

the title Extreme Acceleration Is the New Traffic Safety Frontier, based on an interview with an 

expert. “Auto companies have long insisted that strong acceleration can be a safety feature, as 

when passing a car or merging onto a freeway…that can be true….” In addition, they also 

reported that “…cars’ huge jump in launch capability poses a potential threat in an urban 

environment, where vehicles in close quarters must share space with pedestrians, bicyclists, and 

other road users.” 

 

The story's moral is that acceleration's general relevance cannot be overlooked, even though our 

predictive model tells us otherwise for the miles-per-gallon estimation. In fact, there are 

Acceleration Safety Mode technologies such as the “Eco,” “Normal,” and “Sport” modes being 

integrated into modern cars, where the Eco mode reduces throttle reaction time to save fuel.  

 

 

 

 



Credit Card Balance Dataset  

 

The credit card balance dataset is simulated data containing information for four hundred 

customers [11]. The purpose of the dataset is to predict a customer's credit card balance in dollars 

to indicate which customers will default on their credit card debt. The dataset comprises samples 

with the following features: the customer’s income in thousands of dollars, the credit limit of the 

customer, the credit rating of the customer, the number of credit cards the customer owns, age in 

years of the customer, number of years of education, gender with labels male and female, 

currently if a customer is a student or not, whether a customer is married or not, and if ethnicity 

is African American, Asian, or Caucasian. The predicted outcome can be used to make critical 

decisions, such as mortgage loan approvals. 

 

The p-value analysis shows that gender is an insignificant feature for a multiple linear regression 

predictive model, which means that the gender input will not be used directly to predict a 

customer’s credit card balance. You can refer to an analysis of the dataset on Kaggle, as an 

example. This can be a great relief for the data analyst since gender is a protected status 

information, and fairness through blindness [14] appears to be achieved. However, students have 

to be encouraged to explore other views, such as fairness through awareness [15,16,17], since 

some significant factors, such as income, can correlate with gender. This may imply that our AI 

algorithm is not necessarily “blind” to the protected status of gender. For example, a person on 

maternity/paternity leave can be unemployed during the period, resulting in a reduced income; 

however, they can be a high earner when they return to work. For example, Forbes reports on a 

similar issue in 2022 titled, “Is It Time To Start Using Race And Gender To Combat Bias In 

Lending?” A few lines read, “The assumption behind Equal Credit Opportunity Act passed in 

1974 was that if decision makers-be they humans or machines-are unaware of attributes like 

race or gender at decision-time, then the actions they take will be based on ‘neutral’ and 

‘objective’ factors that are fair. There’s just one problem with this assumption: It’s wishful 

thinking to assume that keeping algorithms blind to protected characteristics means the 

algorithms won’t discriminate. In fact, building models that are ‘blind’ to protected status 

information may reinforce pre-existing biases in the data.” 

 

The AI algorithm could be trained to normalize the analysis time window for possible 

maternity/paternity leave. There is ongoing research to mitigate bias to improve fairness in AI. 

For example, the AI Fairness 360 machine learning Python toolkit is designed to understand and 

mitigate possible bias in AI algorithm-based decision-making [10]. Techniques are also proposed 

to improve robustness to minimize bias in training the AI algorithms [18, 19].  

 

 

Conclusions 

 

In this paper, we make a case for not overlooking insignificant features when making decisions 

using AI algorithms. It is crucial not to overlook insignificant features when making decisions 

using AI algorithms because even seemingly minor variables can have an impact on the accuracy 

and reliability of the model's predictions. Neglecting these features could lead to biased or 

flawed outcomes, undermining the effectiveness and trustworthiness of the AI system. 

Additionally, including all relevant features ensures comprehensive analysis and minimizes the 

https://www.kaggle.com/code/suzanaiacob/predicting-credit-card-balance-using-regression


risk of overlooking potential patterns or correlations that could be valuable for decision-making. 

 

As educators, this is particularly relevant to improving students' critical thinking and constantly 

reminding students to have a holistic picture of data analysis results before making critical 

decisions. In addition, we need to remind business owners to abide by their core values to serve 

their community when making critical decisions based on AI algorithms. We can accomplish this 

goal by educating our students, who are future engineers, leaders, business owners, and decision-

makers in general. Overall, the content presented in this paper can be used as an example in 

course instruction to illustrate the relevance of subjective analysis in a work environment when 

qualitative analysis of data drives decision-making.   

 

The datasets used in this paper were not altered or transformed to fit the multiple linear 

regression model better. However, the insignificant features can become significant if a larger 

dataset is used, the number of features is increased or decreased, data transformation is 

performed, and an AI model other than linear regression is used. However, to be aware of a 

balanced approach in courses that utilize AI algorithms is recommended. 
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