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Abstract 

According to a recent survey conducted by the Corporate Member Council of the American 

Society of Engineering Education (ASEE), there exists a notable disparity in the skill sets of 

engineering graduates about Artificial Intelligence (AI). To address this disparity from the 

African context, the Africa Centre of Excellence on New Pedagogies in Engineering Education 

organized a machine learning (ML) workshop for engineering students from different 

disciplines. Seventy-three (73) students enrolled for the workshop and the modules covered 

during this workshop were: Introduction to ML Models, ML Frameworks, Additive 

Explanations in ML, Performance Metrics, and Introduction to Ensemble Learning Techniques. 

The hands-on session involved the use of categorical boosting (CatBoost), an ensemble 

learning technique, to predict the bulk modulus, a mechanical property, of 199 ABX3 perovskite 

materials which was used as a problem set. The input features influencing the CatBoost model 

decisions were subsequently established. Correlation analysis on the input feature space 

removed features with high collinearity. The SHapley Additive exPlanations (SHAP) was used 

to analyze the decision-making rationale of the model. Evaluation of the model performance 

based on the coefficient of determination R2 value (0.94) revealed that the model demonstrates 

good performance in predicting the bulk modulus of the perovskite materials used during the 

practical sections.  The survey results after the teaching and practical sessions indicate that the 



learning modules are an effective introduction for novice engineering students in this domain 

and raise awareness of the importance of this important sub-section of AI. 

 

Keywords: Engineering Education; Artificial Intelligence; Machine Learning; Perovskites; 

Materials Science  

1. Introduction 

Machine learning (ML) is a subfield of artificial intelligence (AI) that has been effectively 

applied in various problem domains such as computer vision [1], speech recognition [2], 

machine translation [3], fault detection [4], predictive maintenance [5], robotic tactile sensing 

[6], and social media analysis [7]. It has become relevant in several sectors, allowing 

individuals with diverse educational backgrounds to utilize it, rather than being limited to 

computer science or mathematics courses [8]. Therefore, it is vital to familiarize young 

individuals with ML at an early stage to enable their social and economic engagement, 

particularly considering the increasing need for ML experts [9]. ML is primarily taught at 

higher education institutions, particularly at the university level. Typically, it is exclusively 

included in specialized computer science or data science programs [10,11] and is a standard 

component of computing courses in higher education as recommended by curriculum 

guidelines [12]. The instruction of ML ideas encompasses the primary stages of a process 

centered around human involvement in the development of its applications, including data 

preparation, model training, and performance evaluation [13]. At present, there is a growing 

number of instructional materials to teach basic ML concepts to high-level students targeting 

mainly beginners  [14,15]. Nevertheless, there appear to be inadequate courses that offer a 

wider range of interdisciplinary integrations, as well as a scarcity of support information for 

students who possess a strong interest in the fundamental principles. 

Given the increasing popularity of ML, there is a growing demand for educational offerings in 

this area. To bridge this gap, the Africa Centre of Excellence on New Pedagogies in 

Engineering Education (ACENPEE) has initiated several training workshops in AI. ACENPEE 

is one of Nigeria's 17 World Bank-supported projects for Development Impact (ACE Impact 

Project). The Africa Higher Education Centers of Excellence (ACE) Project is an initiative by 

the World Bank in collaboration with participating countries' governments to support higher 

education institutions specializing in Science, Technology, Engineering, and Mathematics 

(STEM), Environment, Agriculture, applied Social Science/Education, and Health. 

ACENPEE, among other things, is responsible for developing and providing a world-class 

teaching and learning environment that stimulates and promotes innovation in techno-

pedagogical skills and competencies for engineering education and practices. ACENPEE’s 

mandate is to fill the gap that exists in the training of engineering professionals where there is 

over-reliance on traditional teaching methods. The key educational and applied research goal 

of ACENPEE is to use new pedagogies to enhance the training of engineering professionals 

with the capacity to identify existing challenges and provide solutions through high-level 

research. 

 

Therefore, a motivation for ACENPEE for the first series of workshops in ML is centered 

around the fact that the availability of ML courses for engineering students in developing 

countries may be limited, as most options are offered through computer science departments. 

However, these courses primarily focus on theory rather than practical applications. 

Additionally, they are often overcrowded due to the high number of students enrolling for the 

course. Also, the available education research literature on teaching ML for non-computer 



science majors is quite limited [16]. Most of the current education literature and teaching 

materials are primarily tailored for computer science students  [17]. Sulmont et al. [16] in their 

study interviewed instructors who teach ML to non-majors. The instructors expressed a 

common belief that ML is difficult for individuals who lack expertise in statistics and 

programming. This belief was also shared by the participants in their study. Reyes et al. [18] 

developed a graphical tool that familiarizes advanced students with ML, even if they lack 

extensive programming or mathematical expertise. The authors achieved this by proposing a 

visualization tool for high school students to introduce them to ML using gamification concepts 

and curriculum adaptation. In addition, Huang et al. [19] developed active learning labware 

that allows first-year undergraduate engineering students to engage with real-world problem-

solving using ML. Their pre-post survey evaluation of the teaching/learning tool reveals user 

experiences and effectiveness, guiding further development. Given the importance of 

pedagogical aspirations, it is essential to recognize the significant obstacles that may hinder the 

successful implementation of ML modules for novice engineers. An example is the use of ML 

libraries to conduct ML tasks. For instance, the Scikit-learn framework in Python [20] offers a 

diverse selection of ML models that are enclosed behind a consistent programming interface. 

However, learners need to have a fundamental understanding of ML libraries and codes before 

they can engage in experimentation and instructors can develop their curricula along these lines 

to prepare the future generation of scientists with strong analytical abilities [21–23]. These 

were taken into consideration for building the basic ML course contents (Appendix A) used for 

the participants during the training facilitated by some of the authors.  Furthermore, it is worth 

noting that when developing an ML curriculum, it is often desirable to incorporate 

programming exercises that allow students to gain practical experience in solving real-world 

problems. The Python code has become a popular choice for introductory-level programming 

courses in the physical sciences due to its widespread use in scientific research [24–26] with 

increasing trends of using digital notebooks to write and execute this code. These notebooks 

serve as multimedia tools that enhance code readability and reproducibility. They also provide 

a user-friendly introduction for students. These files are commonly given to users as standalone 

files (.ipynb extension), allowing them to be executed either locally or on the cloud. Services 

like Google Colaboratory (Google Colab) [27] have been noted for their ability to offer a 

consistent and fair user experience [23]. The authors have utilized this platform to study the 

electronic band gaps of ABX3 perovskite materials [28] and this dataset extension was utilized 

to construct ipynb files (snippet displayed in Appendix C) to practically illustrate the module 

course content.    

 

 

Despite several innovative advances in teaching ML to non-majors globally, there is a need to 

further emphasize teaching ML to non-majors from an African context to match contemporary 

skill sets. To address this issue of limited access to ML for non-majors, a workshop was 

arranged by ACENPEE with the specific aim of instructing and inspiring the participants who 

were mostly engineering students in the application of the basic concepts of ML. The process 

of materials discovery, which involves the identification of new materials with specific 

features, served as the foundation for instructing the participants on the fundamental concepts 

of ML [29].  

 

Therefore, this paper serves to report the module design and a hands-on technique that was 

successfully implemented by ACENPEE to help students of various engineering backgrounds 

develop self-efficacy in ML. The next sections describe the approach used for the workshop, 

the discussion of students’ perceptions of the learning experience assessed through the learner’s 



satisfaction survey, as well as the concluding section. The designed modules and snippets of 

the scripts used during the workshop are described in the appendix section. 

 

 

2. Platforms, tools, and hands-on outcomes 

The workshop on basic concepts in ML for materials discovery was held on the 6th-13th of 

October 2023, at ACENPEE, Ahmadu Bello University, Zaria, Nigeria. The workshop enrolled 

a total number of 73 students both online and onsite (hybrid). The participants were drawn 

from several universities in Nigeria and the African region. The workshop, among other things, 

aimed to bridge the gap between traditional materials discovery and the transformative 

potential of ML. The workshop targeted undergraduate and postgraduate students as well as 

researchers with a passion for innovation looking to develop skills related to ML and to 

improve their research competence. For this program, an introduction to ML frameworks, 

feature engineering, SHapley Additive exPlanations (SHAP), performance metrics used for 

ML model evaluation, and an introduction to ensemble learning techniques were explored 

(Appendix A). 

  

Participants also explored the essential tasks of ML from the supervised learning models to 

unsupervised and reinforcement learning. They were also exposed to using ML notebooks 

on Google Colab, which incorporates various programming languages such as Python, Scipy, 

C++, R, amongst many others, bridging the gap between theory and practice.  

The key objectives of the ML workshop were: 

1. to provide a collaborative platform for knowledge exchange fostering interdisciplinary 

action. 

2. to teach the participants how to use popular ML libraries such as TensorFlow or Scikit-

learn, and codes such as Python. 

3. to help the participants apply ML to their research work and solve real-world problems. 

 

The facilitators provided a guide on the core principles of ML algorithms and hands-on 

practicals with datasets on the mechanical properties of perovskite materials which was used 

in developing the problem sets for the learners. The mechanical properties (bulk modulus) 

prediction of 199 examples of ABX3 perovskite compounds were used to demonstrate to the 

learners how to practically apply the contents taught during the teaching session. The datasets 

were split into train and test examples as usual for most ML tasks. For context, the bulk 

modulus (the target output) was selected because it is a physical parameter that measures a 

material's resistance to bulk compression. The datasets used during this session are extensions 

of those reported by Obada et al.  [28] and Korbel et al. [30] for predicting the bandgaps of 199 

cubic perovskite compounds. 17 input features (Pauling electronegativity, Covalent radius, first 

ionization energy, Elastic constants, volume per atom, indirect band gap, row of elements, and 

the atomic radius of elements) related to the prediction of the bulk modulus were carefully 

selected.  Feature engineering was used to remove the redundant features reducing the features 

to 12 (as depicted in Figure 2b) with the aid of the Pearson Correlation Coefficient (PCC) 

[31,32] as shown in Figure 1.  This demonstrated the importance of feature selection for 

improving the predictive power of ML models to the participants. 

 

To discuss some of the outcomes of the hands-on session, the performance metrics for the 

training and test data sets, obtained through fivefold cross-validation, exhibited clear patterns 

of predictive performance. The testing phase correlation plot is shown in Figure 2a. The 

coefficient of determination (R2) obtained from the performance metric values indicates a 

strong model fit for both the training data (0.99) and the test data (0.94). The R2 values of the 



models used in the hands-on session demonstrates the effectiveness of the feature engineering 

process in capturing a significant amount of variance in the data. It is safe to say that the 

practical session enhanced the learner's comprehension of the predictive abilities of ML 

models. The SHAP analysis (Figure 2b) offered an explanatory framework for understanding 

the importance of the input features for different ML methods [28]. This approach was 

employed to explain the influence of each input feature used in predicting the bulk modulus of 

the perovskite compounds. The top-ranked feature is situated at the apex, while the hierarchy 

of features descends along the feature axis by their respective significance as shown in the 

SHAP plots. The facilitators explained how each feature contributes significantly to the 

prediction of bulk modulus. From the choice of features to the student's interpretation from a 

physics and materials science standpoint, the SHAP plots explain the bulk modulus which is a 

physical property that assesses a compound's ability to withstand bulk compression. It can be 

described as the quantitative measure of the ratio of applied pressure to the resulting strain on 

a specific material. In general, smaller atomic and covalent radii result in stronger covalent 

bonds and larger bulk modulus. This is because smaller atoms can often develop closer bonding 

distances and greater bond formation, resulting in resistance to compression. This is supported 

by Figure 2b, which shows the SHAP plots for the bulk modulus. All the features shown in 

Figure 2b are important to predict the bulk modulus of perovskite compounds, however, some 

of the features are more important (situated at the apex). This means that Pauling 

electronegativity, covalent and atomic radii, and rows of the elements in the periodic table have 

a high impact on bulk modulus prediction. The most important feature which is the Pauling 

electronegativity (Figure 2b) is based on dissociation energies and is not a feature of individual 

atoms, but rather of linked atoms. As a result, the energy of these perovskite compounds is 

often derived from electron interactions within the elemental composition, which can reinforce 

and improve the materials' mechanical characteristics. For the features at the base of the SHAP 

plots, for instance the bandgap, this feature affects the bulk modulus because this property is 

determined by interatomic bonding and atomic arrangement inside the material, both of which 

are impacted by the electronic crystal structure.   



 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1: Input features correlation plot heatmap for predicting the bulk modulus of ABX3 

perovskites: C11, C12, and C44 (Elastic constants); PE: Pauling electronegativity; FIE: First 

ionization potential.  

 

Figure 2: (a) The correlation plots for the testing phase of the problem set used during the 

workshop, and (b) SHAP analysis for the target output (bulk modulus) of the perovskite 

compounds. 



 

At the end of the program, a learner’s satisfaction survey was carried out. A total of 49 students 

completed the survey. All students who enrolled in the workshop were emailed an invitation to 

participate in this online survey using Google Forms, and the respondent’s results were taken 

and recorded. Respondents were asked to rate the information obtained from the training, their 

use of knowledge obtained from the training, the facilitator’s knowledge of the topics covered, 

the speaker’s presentation skills, the content of slides and virtual aids, future enrollment for 

training, sessions expectation, overall training evaluation, and recommendation of training 

sessions to colleagues. In the section that follows, the survey reports are described. 

 

3.  Learner’s satisfactory survey 

A survey was administered to all participants. Out of 73 participants who registered for the 

workshop, 49 respondents participated in the survey. Participants were given the freedom to 

choose the percentage of the information they obtained from the training, the use of knowledge 

obtained from the training, the probability of them registering for this training in the future, the 

speaker’s knowledge of the topics covered, the speaker’s presentation skills, the content of 

slides and virtual aids, session’s expectations, training evaluations, and recommendation of the 

training sessions to their colleagues. The survey’s findings are displayed in Figures 3-11. 

3.1.1 Percentage of information obtained from the ML workshop. 

Figure 3 depicts the percentage of information obtained by the participants from the training 

sessions. The survey conducted after the training shows that 55% of the participants were able 

to comprehend at least 75% of the information presented during the workshop. However, none 

of the respondents reported obtaining no information from the training sessions. This indicates 

that all the respondents gained helpful information from the training. This indicates that the 

training provided in the workshop was well-received by the participants.  

 

Figure 3: Respondents' feedback on the information obtained from the training. 

 



3.1.2 The use of knowledge obtained from the training. 

The tendency of the participants to use the knowledge obtained from the training was also 

evaluated using the learner satisfaction survey. The response of the respondents is depicted in 

Figure 4. From their responses, an average of 41% agreed to use the knowledge obtained from 

the ML workshop immediately, while 31% agreed to employ this knowledge in 2 to 6 months. 

In addition, 10% agreed to utilize it in 7 to 12 months, and 18% agreed to use this information 

in the future. This signifies that most of the participants found the training useful and have 

identified potential areas where the knowledge obtained from the workshop will be useful. 

 

Figure 4: Respondents’ feedback on the use of knowledge obtained from the training. 

 

3.1.3 Registering for such training in the future. 

Figure 5 shows the probability of respondents registering for such training in the future. Out of 

49 respondents, 98% indicated a Yes to registering for this type of training, while 2% indicated 

a Maybe to registering for this type of training. Also, it was observed that none of the 

respondents chose “No” revealing a high level of learners’ interest in the workshop. One 

possible reason for the responses could be that the participants regarded the impact of the 

training as worthwhile and one which has significantly boosted their interest in ML and this 

has encouraged further studies in this area of scientific importance. 

 



 

Figure 5: Respondents’ feedback on possible registration for future training 

3.1.4 The speakers’ knowledge of the topics covered. 

The participants were exposed to various topics on the basic concepts in ML for materials 

discovery. The facilitator’s knowledge of the topics covered was rated by the respondents in 

this survey as shown in Figure 6. From the results obtained, 78% of the respondents rated the 

facilitators’ knowledge as excellent, while 22% rated their knowledge as good. This suggests 

that during the training, the hands-on activities, the facilitators’ didactics, attentive interaction, 

and the visual tools used, impressed the participants and improved their understanding of the 

subject area. Another implication from the feedback could be that the interaction modes 

effectively addressed learners' questions making them suggest that the facilitators' knowledge 

of the subject area was excellent. 

 



 

Figure 6: Respondents' feedback on the speaker’s knowledge of the topics covered. 

 

3.1.5 Speaker’s presentation skills 

The results obtained from the survey indicated that over 61% of the respondents rated the 

speakers’ presentation skills as excellent, 37% as good, and 2% as fair as shown in Figure 7. 

This suggests that most of the participants expressed the speakers’ presentation skills as very 

fascinating and easy to understand. 



 

Figure 7: Respondents' feedback on the speaker’s presentation skills 

3.1.6 Content of slides and virtual aids 

The content of slides and virtual aids used by the facilitators was assessed by the participants 

and their responses are shown in Figure 8. From the results obtained, 47% of the respondents 

rated the contents of the slides (snippets shown in Appendix B) and virtual aids as excellent, 

while 51% rated the content of slides and virtual aids as good. However, 2% of respondents 

rated the materials as fair suggesting that participants found the contents of the slides and 

materials used for carrying out the teaching as clear and systematic. The training aimed at 

beginners could benefit from additional optional materials to provide in-depth information on 

certain topics. This could also motivate further training, such as introducing other Python-based 

ML models or guiding students in more problem sets on ML. 



 

Figure 8: Respondents' feedback on the contents of the slides and virtual aids used during the 

training sessions. 

3.1.7 Session expectations 

Participants' knowledge of how the workshop met their expectations was also assessed and 

their responses on their understanding of each of the sessions are shown in Figure 9. The results 

from the survey show that an average of 59% of the respondents agreed that the sessions met 

their expectations and reported the sessions as good, while 39 % of the respondents reported 

the outcome of the sessions as excellent. However, only 2 % reported the outcome of the 

sessions as fair. Therefore, this indicates that most respondents agreed that the training met 

their expectations. The relatively low number of participants who concluded that the sessions 

excellently met their expectations (39%) could be ascribed to the participants who joined 

online. The remote instructor-paced sessions may not have effectively engaged the learners, 

and the analysis of results and feedback suggests that remote self-paced learning could be 

improved in such training sessions in the future. 

 



 

Figure 9: Respondents' feedback on the expectations from the sessions 

 

3.1.8 Training evaluations 

This training had a series of practical and open discussions that resulted in the overall training 

evaluation. The results from the training evaluations of the ML workshop are shown in Figure 

10. From the results obtained after the survey, 45% and 55% of respondents reported the overall 

training evaluation as excellent and good, respectively. This indicates that the learners were 

satisfied with the approaches used for the workshop training. 



 

Figure 10: Respondents' feedback on the overall training evaluations 

3.1.9 Recommendation of training sessions to their colleagues 

The probability of the participants recommending the workshop to other colleagues was also 

evaluated based on the learner’s satisfaction survey. From the results obtained as displayed in 

Figure 11, most of the respondents believe that they will recommend such training sessions to 

their colleagues. Their interest in recommending the training was rated from 0 to 10 with low 

to high levels of recommendation in ascending order. Out of 49 respondents, 45 % chose 10, 

which signifies the likelihood for them to recommend this training session to their colleagues, 

while others chose between 2 and 9. This indicates that the ML training was impactful and 

significant to the participants. 

 



 

Figure 11: Respondents' feedback on recommending the training sessions to colleagues. 

 

4.  Conclusion  

This paper outlines a workshop training session that focuses on teaching engineering students 

the fundamental principles of ML through a practical and interactive approach to address the 

disparity in the skill sets of engineering graduates in ML, a subsection of AI. The hands-on 

approach effectively enhanced the comprehension of the participants in understanding the ML 

concepts taught during the workshop. This was supported by a high level of expertise from the 

facilitators through the module contents, fascinating slides, and scripts uploaded on Google 

Colab. Also, the practical hands-on approach of the workshop bridged the gap between theory 

and practice. Additionally, a practical demonstration session exposed the students to the 

interpretation of results from ML tasks. Overall, the practical sessions improved the learner's 

understanding of the predictive capabilities of ML models in the realm of materials science. 

Results from the learner’s satisfaction survey carried out after the training showed that a larger 

proportion of the participants were satisfied with the information obtained from the training, 

the facilitator’s knowledge of the topics covered, the speaker’s presentation skills, the content 

of slides and virtual aids, overall training evaluation, and recommendation of training sessions 

to colleagues to mention a few. It is recommended with the significant interest of the 

participants that ML can be integrated into curricula and research programs for institutions and 

organizations in the field of STEM and materials science. This will help to equip the next 

generation of students and researchers with the right knowledge and skills needed to harness 

the full potential of data-driven solutions in these disciplines. 

 

 

 



Appendix A 

A 1 Modules covered during the workshop. 

This section consists of the modules and course contents developed by the facilitators to for 

the workshop. In what follows, the modules are described.   

A 1.1 Introduction to ML Models 

ML is a subset of Artificial Intelligence that employs computer algorithms to iteratively train 

and learn continuously on data without requiring explicit programming. There exist three 

primary categories of ML models: supervised, unsupervised, and reinforcement learning  [29]. 

The participants were exposed to the supervised learning models. Datasets on the 

hydroxyapatite material as well as 199 cubic perovskite compounds were used to teach 

participants basic ML prediction tasks. An email containing the notebooks and materials was 

sent to participants, and they were also taught how to upload the documents on Google Colab 

for further analysis. The types of ML models were explained to the students on a fundamental 

level and a snapshot is highlighted.   

A 1.1.1 Supervised Learning Models 

This ML model operates by allowing the algorithms to learn from labeled data. It efficiently 

processes input data and accurately adjusts output labels by providing immediate feedback to 

predict the output. It is commonly employed to address regression or classification-based 

problems [33]. Supervised learning encompasses a variety of tasks, including regression 

(predicting numerical values), classification (predicting categorical values), and time series 

forecasting. 

A 1.1.2 Unsupervised Learning Model 

This ML model utilizes algorithms to analyze and construct a model from unlabelled data to 

uncover concealed structures and patterns within the data. Unsupervised learning models 

operate to reveal concealed insights and cluster similar data points together [33,34]. 

Unsupervised learning encompasses various techniques such as clustering, association, data 

reduction, and link prediction. 

A 1.1.3 Reinforcement learning 

This ML approach learns by trial and error through interaction with the environment to create 

optimal judgments that maximize cumulative rewards. This algorithm utilizes incentive 

systems to get feedback and acquire a sequence of actions [33,34]. Each of these learning 

models incorporates contemporary developmental methodologies that frequently combine one 

or more libraries and frameworks. Here are some covered in this workshop. 

A 1.2 ML Frameworks 

The participants were taught about ML frameworks. These are software tools or libraries that 

assist developers in constructing ML models or applications without requiring an extensive 

understanding of the underlying theories [35]. They offer a thorough process for the 

development of ML models. The selection of a framework relies on the nature of the application 

and the dataset being utilized. It is crucial to consider factors such as scalability, data 

processing, and deployment. Several popular ML frameworks include: 

1. TensorFlow 

2. Sci-Kit Learn 

3. PyTorch 



4. Keras.  

5. Spark ML Lib etc. 

The attendees were taught the Sci-Kit Learn ML framework. 

A 1.2.1 Sci-Kit Learn 

Sci-Kit Learn offers extensive assistance for ML experiments with its vast library specifically 

designed for the Python programming language. It is a renowned ML framework, widely 

recognized as an open-source Python tool for data mining and analysis. The software provides 

a diverse set of functionalities for developing algorithms and models in several fields, such as 

classification, clustering, pre-processing, regression, dimensional reduction, and model 

selection [20,35]. The main characteristics comprise: 

• Effectively work with Python. 

• It is regarded as the top framework for data mining and data analysis. 

• It is free and open source. 

To conduct ML experiments, it is necessary to have a specific set of features, which are also 

referred to as descriptors. Before making predictions, it is important to carefully identify the 

key features that are closely associated with the desired output. In this case, the approach 

employed for identifying features is feature engineering [36]. 

A 1.2.2 Feature Engineering 

Feature engineering is a methodology employed in the field of ML, wherein data is utilized to 

generate new variables for the training set. This method can generate new features for both 

supervised and unsupervised learning tasks, aiming to streamline and expedite data 

manipulations while concurrently improving the precision of the models. It reduces the 

dimension of input space as much as possible without losing important information. Redundant 

and high self-correlation features are removed to guarantee the efficiency and accuracy of the 

models [37]. Processes involved in feature engineering include [32,37].  

1. Correlation 

2. Feature selection 

3. Feature extraction 

The correlation feature engineering process was utilized for this workshop. This method is 

frequently utilized at the initial stage of data preparation. In this approach, the selection of 

features is determined by the scores obtained from several statistical tests that measure their 

association with the result variable. For this workshop, the Pearson correlation plot was used 

to filter out the redundant features from the original datasets. 

A 1.2.3 Pearson’s Correlation 

This assesses the degree of linear dependence between two variables, X and Y. The value of 

the variable ranges from a negative one (-1) to a positive one (+1) [31,38]. 

Pearson’s correlation is given as: 

𝑟𝑥𝑦 =
∑(𝑥𝑖 − �̅�) ∑(𝑦𝑖 − �̅�)

√∑(𝑥𝑖 − �̅�)2  √∑(𝑦𝑖 − �̅�)2
 

    



Where �̅� =
1

𝑛
∑ 𝑦𝑖

𝑛
𝑖=1  is the mean of 𝑦 while �̅� =

1

𝑛
∑ 𝑥𝑖

𝑛
𝑖=1  represent the mean of 𝑥. This shows 

how variables 𝑥 and 𝑦 are linearly highly associated with a positive correlation coefficient for 

directly related variables and negative for the ones that are inversely related.   

Benefits of Pearson Correlation (𝑟𝑥𝑦) 

• Measures the similarity of two features ranging between -1 to 1.  

• A value close to 1 indicates that two features have a high correlation and may be related. 

Following an introductory session and practical experience on fundamental concepts such as 

different types of ML models, machine learning frameworks, and feature engineering, learners 

are now being introduced to various ensemble learning techniques.     

 

A 1.3 Introduction to Ensemble Learning Techniques in ML. 

Ensemble methods have been widely recognized in the field of data mining and ML in the past 

decade. They combine numerous models into a single entity, typically surpassing the accuracy 

of its components. The huge success of these ML ensemble learning techniques was 

documented in 1990 [39]. Various models may excel in different aspects of the data, even if 

they exhibit underfitting. Individual errors can be mitigated through averaging, particularly 

when models demonstrate overfitting. Bias-variance analysis informs us that we are faced with 

two choices: If the model exhibits underfitting (high bias, low variance), we can employ a 

technique known as Boosting, which involves a combination with other low-variance models. 

When a model exhibits overfitting, characterized by low bias and large variance, it can be 

mitigated by combining it with additional low-bias models using a technique known as 

Bagging. The models must exhibit no correlation, as any correlation will negatively impact the 

ensemble learning performance. Additionally, we can gain knowledge on the technique of 

merging the forecasts generated by various models through a process known as stacking [40]. 

Gradient boosting, Extreme Gradient (XGBoost), and Adaptive Boosting (AdaBoost) are 

instances of boosting algorithms, whereas Random Forest and extra trees classifiers are 

renowned bagging methods. Examples of the stacking framework include the utilization of 

super ensemble and blending techniques [40–42]. These ensemble methods have demonstrated 

exceptional performance in several ML applications. Their usage in numerous practical 

applications is likewise widely recognized [40]. Some of the ensemble learning techniques 

explained to the participants are: 

A 1.3.1 Adaptive Boosting (AdaBoost) 

This obtains different models by reweighting the training data at every iteration. It reduces 

underfitting by focusing on the 'hard' training examples. It increases the weights of instances 

misclassified by the ensemble, and vice versa. It is expected to be simple so that different 

instance weights lead to different models [40–43]. However, a limitation of AdaBoost is that it 

is sensitive to noisy data and outliers because of its iterative learning approach, causing 

overfitting. 

A 1.3.2 Gradient Boosting 

One of the key benefits of gradient boosting is its ability to learn intricate patterns from the 

input data by iteratively correcting the errors of the previous model, like other boosting 

algorithms. This model is highly regarded and extensively utilized. On the other hand, if the 

iterative task is not properly regularized, this algorithm may end up overfitting [40]. 



Furthermore, if the input data is noisy, there is a risk that a model built using this algorithm 

may overfit [44]. It excels in handling diverse features and varying scales. Generally, it 

outperforms the Random Forest ensemble learning technique, but it needs more fine-tuning 

and longer training. This algorithm is well-suited for applications with small datasets [45]. 

A 1.3.3 Extreme Gradient Boosting (XGBoost) 

The XGBoost algorithm utilizes the gradient boosting framework and is based on decision 

trees, making it a powerful ensemble method. This algorithm is known for its scalability and 

high accuracy in classification and regression applications [40]. Like gradient boosting, it 

utilizes various techniques such as controlling tree depth, adjusting the learning rate, and 

subsampling to effectively address the issue of overfitting. This algorithm has the advantage 

of requiring minimal feature engineering, such as data normalization and feature scaling, as it 

can handle these situations effectively. In addition, it can handle missing values. Also, it can 

provide feature importance, allowing for a deeper understanding of the input features and 

enabling feature selection. It is known for its speed, ability to handle large datasets, and 

resistance to overfitting [46]. Although the model is well-crafted, it does have a few limitations, 

such as a high number of hyperparameters that can be challenging to fine-tune [47]. 

A 1.3.4 LightGBM 

This technique utilizes gradient-based sampling to rapidly enhance model performance. It has 

applications in classification, ranking, and other ML tasks. The LightGBM algorithm employs 

two innovative techniques, Gradient-based One-Sided Sampling (GOSS) and Exclusive 

Feature Bundling (EFB), to enhance training speed and produce superior accuracy. The GOSS 

technique is a variant of the gradient boosting technique that prioritizes training instances with 

greater gradients. This approach accelerates the learning process and decreases the 

computational complexity of the model. The rationale for removing samples with modest 

gradients is that occurrences with significant gradients are more valuable in determining the 

information gain [40]. The EFB technique reduces the number of characteristics by bundling 

sparse mutually exclusive attributes, thus performing a feature selection task [48].  LightGBM 

offers a notable advantage in terms of speed and consistently produces highly efficient models. 

Additionally, it exhibits minimal memory usage as it transforms continuous values into discrete 

bins. Furthermore, it attains significantly superior precision compared to other boosting 

strategies because of incorporating the GOSS and EFB procedures. Furthermore, the 

LightGBM method exhibits superior performance when trained on extensive datasets, boasting 

a quicker training time compared to the XGBoost algorithm [49]. One drawback of LightGBM 

is its tendency to overfit short training datasets, while it is optimized for larger datasets. 

Furthermore, dividing the tree based on individual leaves may lead to overfitting as it generates 

more intricate trees. 

A 1.3.5 CatBoost 

This technique efficiently manages categorical features throughout the training phase. 

CatBoost has made a significant advancement by incorporating unbiased gradient estimates, 

which effectively mitigates the problem of overfitting. Thus, to calculate the slope of each 

instance at each boosting iteration, the CatBoost method excludes that instance from being 

utilized to train the current model [50]. Furthermore, a noteworthy enhancement in the 

CatBoost algorithm is its automatic conversion of category information into numerical 

representations. Categorical characteristics consist of a finite collection of values referred to as 

categories, which generally cannot be compared. Therefore, these characteristics are currently 

unsuitable for constructing decision trees. During the preprocessing stage, categorical features 

are frequently transformed into numerical features by substituting them with numerical values. 



It has exceptional performance and surpasses most ML algorithms in scenarios where the input 

consists of categorical data. Additionally, it possesses the intrinsic capability to effectively 

manage missing data. Nevertheless, the performance of the system may be subpar if the 

parameters are not adequately fine-tuned [40].  

During ML experiments, the performance of all the algorithms mentioned above can be 

accessed through performance metrics. This is utilized to compare the predictions made by the 

trained model with the actual (observed) data obtained from the testing data set [51]. The 

outcomes of these comparisons can directly impact the decision-making process of choosing 

the specific ML algorithms for deployment. Furthermore, these modules were instructed during 

the workshop session. 

 

A 1.4 Performance Metrics in ML 

Performance evaluations are indispensable in ML. The system assesses ensemble learning 

techniques and provides feedback on their efficacy. ML activities can be categorized as either 

regression or classification tasks. These tasks require performance metrics to assess their 

efficiency and comprehend how different models interpret data. Typically, the performance of 

a model is assessed by calculating the discrepancy between predicted values and actual 

observations using various statistical techniques [52]. Various metrics are employed to assess 

the performance of ML models in regression tasks, such as the Mean Absolute Error (MAE), 

Mean Square Error (MSE), Root Mean Square Error (RMSE), and R-squared (R2). Their 

formulas are shown in equations (1) - (4) below: 

𝑴𝑨𝑬 =
∑ |𝒚𝒊 − �̂�𝒊|

𝑵
𝒊=𝟏

𝑵
− − − − − − − − − −(𝟏) 

𝑴𝑺𝑬 =
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𝑵
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𝑵
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∑ (𝒚𝒊 − �̂�𝒊)

𝑵
𝒊=𝟏

𝑵

𝟐

− − − − − − − (𝟒) 

 

It is assumed that the dataset contains N samples, �̂�𝑖 is the predicted value for the i-th data 

point, 𝑦𝑖 is the known value for the i-th data point [28]. 

 

A 1.4.1 Mean Absolute Error (MAE) 

MAE is calculated as the average of the absolute differences between the actual values and the 

anticipated values. Mathematically, it is denoted by equation (1). It provides quantification of 

the discrepancy between the forecasts and the actual result. Nevertheless, MAE fails to provide 

insight into the direction of the error, specifically when the models are under-predicting or 

over-predicting the data.  

 



A 1.4.2 Mean Squared Error (MSE) 

The utilization of MSE depicted in equation (2) for statistical regression is extensively 

widespread. The utilization of it in the model leads to an overestimation of its performance by 

amplifying even slight errors. The inclusion of the squaring component makes it intrinsically 

more vulnerable to the impact of outliers in comparison to other metrics. This can be easily 

accomplished by utilizing NumPy arrays in the Python programming language. 

A 1.4.3 R² Coefficient of determination 

R² is a post-metric measure, which implies that it is derived from other metrics. The coefficient 

in question quantifies the extent to which the variability in the dependent variable Y (goal) may 

be attributed to the variability in the independent variable X (regression line), expressed as a 

percentage. This coefficient is represented by equation 3. 

A few intuitions related to R² results are: 

• If the sum of squared errors of the regression line is modest, it indicates that the 

coefficient of determination (R²) will be near 1, which is considered ideal. This implies 

that the regression model has successfully captured 100% of the variance in the target 

variable.  

• On the other hand, in cases where the sum of the squared error of the regression line is 

considerable, the coefficient of determination (R²) will approach 0, indicating that the 

regression model failed to explain the variability observed in the dependent variable. 

A 1.4.4 Root Mean Squared Error (RMSE) 

RMSE is a statistical measure used to assess the accuracy of a prediction model. It is calculated 

by taking the square root of the average of the squared differences between the predicted values 

and the actual values. It maintains the differentiable characteristic MSE and mitigates the errors 

of MSE by applying the square root function to it (equation (4)). The interpretation of errors 

can be easily accomplished as the scale now matches that of the random variable. Due to the 

normalization of the scale components, data is less susceptible to outliers. 

Establishing the importance of the performance metric of each ensemble learning technique is 

essential and highly significant as it unveils their efficiencies. On the other hand, the 

contribution of each of the features used in experimenting with ensemble learning techniques 

cannot be over-emphasized. This can be made visible through SHapley Additive exPlanations 

(SHAP) which allows the visualization of each input feature according to their rank and 

contribution during the experiment. Attendees were exposed to this tool during the workshop 

session.  

A 1.5 SHapley Additive exPlanations (SHAP) in ML 

To provide a theoretical explanation of the model rationale behind the superiority of one feature 

over another.  SHAP algorithm asseses the impact of the feature importance when the 

supervised learning algorithms are used in experimenting [28]. 

This is a primer on explaining ML models using Shapley values. It is a popular cooperative 

game theory strategy with attractive qualities. Within the field of ML, it is typical to assign a 

significance measure to each feature to quantify its respective contribution towards the overall 

output of the model. The SHAP values provide insights into the impact of individual features 

on the final prediction, the relative importance of each feature compared to others, and the 

extent to which the model depends on the interaction among features. This method provides a 



good understanding of how complex models make decisions and the importance of model 

interpretability. 

SHAP analyses are model agnostic, which means they can be utilized to interpret any ML, such 

as Decision trees, Random forests, Gradient boosting models, Neural networks etc. 

This tool provides various beneficial characteristics that render them effective for model 

interpretation. These are: 

➢ Additivity: - SHAP analysis are additive, therefore each feature prediction contribution 

can be calculated separately and added. This makes SHAP calculation efficient even 

for high-dimensional datasets. 

➢ Local accuracy: - It finds the difference between the expected model output and the 

actual output for a given input. Therefore, SHAP accurately and locally interprets the 

model’s prediction for a particular input.  

➢ Consistency: - Model modifications do not affect SHAP unless a feature contributes. 

SHAP interprets model behaviour consistently regardless of model design or 

parameters. 

In general, SHAP offers a reliable and unbiased approach to acquiring an understanding of the 

prediction process of an ML model and identifying the features that exert the most significant 

impact. 

Based on the variation observed in the feature ranking of various ensemble learning models 

using SHAP. A novel holistic feature ranking method was initiated by the facilitators to 

determine the global feature ranking across all the explained models. This novel insight was 

also imparted to the participants.  

 

A 1.6 Novel Holistic Feature Ranking Method 

This method has been developed to identify input features that contribute the most to the 

predictions of the trained supervised learning model and is represented by equation (5). Details 

of the method have been reported in the work of Obada et al., [28]. 

𝑅𝑠(𝐹𝑖
𝑝) = ∑ 𝑐𝑜𝑢𝑛𝑡 (𝐹𝑖

𝑝) × 𝑝 − − − − − (5)
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Appendix B 

B 1  A Snippet of the slides used during the Workshop. 

B 1. 1 Introduction to Machine Learning Frameworks. 

 

  



 

 

B 1. 2 Performance Metrics for ML Techniques. 

 

 

 B 1. 3 The Novel Holistic Ranking Method.   

 



 

 Appendix C 

C 1 A snippet of ipynb files used during the Workshop. 

C 1.1  A Snippet of ipynb files for feature engineering. 

 

 

C 1. 2 A Snippet of ipynb files for SHAP Analysis. 
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