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Work-In-Progress: AI skill-based assessment tool for identifying partial and 

full mastery within Large Engineering Classrooms 
Abstract 

In the evolving landscape of engineering education, there's a pronounced shift from traditional 

assessment to mastery-based curricula that evaluates student skill mastery rather than a simple 

percentage correct. This shift in assessment is often aligned with curricular shift from passive to 

active learning pedagogies, which help to foster design thinking, and accentuates creative and 

iterative problem-solving. However, for mastery-based instruction to be effective, educators must 

have access to assessments that measure individual nuances and differences in conceptual 

understanding for each student to design instruction to individually promote skill mastery and 

provide individual and meaningful feedback. The purpose of this ongoing study is to introduce the 

Partial-Mastery Cognitive Diagnosis model as an Artificial Intelligent-driven tool to optimize and 

assess skill mastery within large engineering classroom assessments. The model classifies specific 

cognitive errors made by students and defines new ways of identifying students who have not 

fully mastered a skill but have an explainable cognition error. This study presents the results of a 

theoretical simulation study that aims to examine the potential for Partial-Mastery Cognitive 

Diagnosis model to classify students who have partially, but not fully, mastered skills in 

engineering courses. The results can enable educators identify students’ current conceptual 

models in order to create targeted interventions to rectify misconceptions, to adapt curriculum 

based on student mastery, and to provide individualized feedback.  

Keyword: cognitive diagnosis model; mastery learning; adaptive learning; adaptive assessment; 

artificial intelligence in education 

 

Introduction 

Research indicates that college and engineering students often lack essential skills required 

by employers, such as communication, decision-making, problem-solving, leadership, emotional 

intelligence, and social ethics [1], [2]. This gap between college preparation and career demands is 

particularly evident in the engineering field, where technical knowledge is prioritized over soft 

skills like creativity, innovation, leadership, management, and teamwork [3]. Moreover, the shift 

from traditional instruction to skill-based curricula has gained momentum in educational settings 

to center the learner in education. This approach encourages students to engage in hands-on 

activities, problem-solving, critical thinking, design thinking, domain-specific skills, and 

knowledge-domain skills. While most of these skills can be achieved in an active learning setting, 

assessment is an essential pillar of active learning.  

To be effective, assessment should be closely tied to learning objectives, which detail the 

skills to be learned and their intended outcomes. Notably, each skill can be broken down into 

different steps or levels, adding granularity to the learning and assessment process. Therefore, a 

primary goal of such assessment is to verify the level of skill mastery attained [4]. This approach 

not only measures progress but also provides a clear view of the learner's journey towards skill 

proficiency. In doing so, assessments serve as a crucial tool, reflecting the learner's understanding 

and competence, and ultimately guiding them towards targeted improvement and development. 

However, in active learning the content is usually taught for a set amount of time, and a student’s 

aptitude is based on how much they learned in that time. Conversely, mastery learning assumes that 

all students, given enough time and intervention, can eventually master the content [4], [5], [6]. 

Learning within mastery frameworks concerns itself with identifying learning trajectories and 

providing students with curriculum for gaining knowledge and skills, assessing mastery through 



 
 

formative assessments, and providing feedback to help students master one set of skills before 

moving on to the next set [7].  

There have been many approaches for developing formative assessments to measure skill 

mastery, such as Cognitive Diagnostic Models (CDM). However, some of the assumptions of some 

of CDMs may not meet the requirements of mastery learning [8], [9]. One limitation of CDMs is 

the lack of precision for measuring mastery, which can limit the personalization of feedback. In this 

ongoing study, we initially explore perspectives on the evaluation of mastery learning. 

Subsequently, we discuss a new way to evaluate assessments in a way that more precisely classifies 

students based on their level of mastery rather than a simple dichotomous determination. This 

approach aims to comprehensively understand and evaluate how skills acquisition is conceptualized 

and assessed across different educational perspectives and assessment frameworks [10], [11]. 

 

Mastery Learning Theory 

 The concept of mastery learning is pivotal in education, offering a structured framework for 

ensuring that students achieve a high level of understanding before progressing. Bloom found that 

the most effective learning scenario involved one-on-one tutoring, where students first comprehend 

the material, undergo formative assessments, and receive proportional corrective activities if 

needed. Mastery learning aims for all students to master the course material, requiring instructors 

to clearly define learning outcomes, organize topics into intervals, and provide enrichment or 

remediation based on students' demonstrated mastery in formative assessments [12]. Prior to 

moving onto more intricate topics. Additionally, it underscores the importance of fostering abilities 

critical for analytical thinking and real-world application, such as analytical problem-solving and 

experimental methods, to guarantee learners are well-equipped to utilize their learning in practical 

scenarios [6]. Bloom's mastery learning model encapsulates the core tenets of this educational 

approach by emphasizing the definition, planning, teaching, and grading for mastery. It recognizes 

the assessment of mastery as a crucial pillar, addressing the research question of how student 

mastery is monitored and identifying the assessment models capable of measuring it [6].  

 

Mastery Learning Steps 

Bloom Mastery learning commences with the precise delineation of learning objectives, a 

step also referred to as standard setting [13]. Educators undertake the responsibility of identifying 

essential concepts, knowledge, or skills and determining the proficiency level at which students 

should engage with this new information. The formulation of these objectives adheres to the 

SMART criteria—specific, measurable, achievable, realistic, and timely model—emphasizing 

minimum acceptable performance within a specific context [6]. 

The second pillar of mastery learning involves formative assessments, serving to furnish 

feedback on progress toward the predefined learning outcomes [12]. These assessments are 

strategically designed to pinpoint and rectify any learning difficulties, thereby guiding future 

efforts. Notably, formative assessments should align with the complexity and format of the learning 

objectives, ensuring coherence between instructional content and assessment criteria. Through 

recurrent cycles of this process, the mastery learning model systematically steers learners toward 

their educational goals ([14], [15]; Figure 1). 

 



 
 

 
Figure 1. The Mastery Learning model of assessment (adapted from the designed model by [6]) 

 

Figure 1 overlooks a crucial aspect, with the pivotal layer being Bloom's mastery theory, 

particularly in the context of feedback [15]. To elucidate, in the feedback loop responding to 

instances of "not mastery," the return path to the learning object and material is acknowledged. 

However, within a comprehensive session of adaptive learning, which embodies the primary 

objective of mastery learning, the distinction between two students who provide incorrect answers 

is imperative. In Bloom's envisioned system, students are intended to receive tailored feedback, 

thereby aligning with the assessment model depicted in Figure 2 within the Mastery Learning 

framework [6]. 

Moreover, learning management systems enhanced with artificial intelligence, such as IBM 

Watson Media and Google Cloud Video Intelligence API, leverage advanced artificial intelligence 

and machine learning algorithms for content-based video search, enabling diverse applications from 

surveillance to media. As Staples [7] mentioned, the optimized feedback in Bloom Mastery 

Learning approach is an undeniable requirement to focus on the problematic sections. 

Consequently, Figure 2 aligns more with both the recent developments in artificial intelligence and 

relies on the mastery learning theory [16], [17].  

Figure 2. The Mastery Learning model of assessment for adaptive learning systems 

 

Mastery Learning Assessment 

In accordance with the fundamental pillars of Bloom's mastery learning, assessment should 

adopt an adaptive approach tailored to individual students, eschewing comparison in favor of 

replacing standard norms [12], [13], [18]. Thus, in various class scenarios, the assessment should 

be aligned with the specific purposes of the course and the material, as outlined in Table 1. 

Within the domain of mastery learning measurement methods (Table 1), mastery testing 

encompasses two primary approaches. The initial approach entails setting a grade threshold to 

distinguish mastery, while the second involves assessing each individual's performance relative to 

the class-specific mean, identifying a specific subset of students recognized as upper-level masters 



 
 

in the respective topic. These approaches provide flexibility for application across diverse 

population sizes. There are some requirements for this approach like the standard questions and 

clear relation between the question with the learning object, content, or/and skills. While this 

method widely utilized, the conventional practice of assigning a standard percentage or weighted 

percentage grade fails to discern skill or concept level mastery and fails to provide a standardized 

means of comparing mastery levels across different classes. This becomes particularly pertinent in 

the context of nationwide programs where the assessment of skill or concept mastery achievements 

necessitates a standardized approach [15], [19].  

 

Table 1. Different methods of assessing the Mastery Learning Model [12], [13], [15], [19] 

Measurement 

Method 
Description Key Features 

Criterion- 

Referenced 

Testing 

Evaluates if students have achieved specific 

learning objectives to the desired level of 

mastery, independent of peer performance. 

- Direct comparison 

against standards 

- No peer comparison 

Formative 

Assessments 

Ongoing assessments that provide feedback on 

student understanding and guide instructional 

adjustments. 

- Continuous feedback 

loop  

Rubrics and 

Scoring Guides 

Provide explicit criteria and expectations for 

assignments or tasks, outlining what mastery 

looks like for each objective. 

- Detailed evaluation 

criteria 

- Transparent grading 

process 

Performance-

Based 

Assessments 

Require students to apply knowledge and skills 

in practical scenarios, demonstrating their 

mastery through real-world or simulated tasks. 

- Application of 

knowledge 

- Real-world or simulated 

scenarios 

Portfolio 

Assessments 

A collection of a student’s work over time, 

offering a comprehensive view of their 

learning journey and progression towards 

mastery. 

- Holistic view of 

student's work 

- Evidence of learning 

progression 

Mastery Tests  Tests designed to measure if students have 

achieved a high level of understanding, with a 

high threshold for passing. 

- High standards for 

passing 

- Administered after 

instruction and correction 

Self and Peer 

Assessments 

Encourages reflective learning and meta-

cognition by having students evaluate their 

own or peers' work against mastery criteria. 

- Promotes self-reflection 

and meta-cognitive skills  

Reassessment 

Opportunities 

Allows students multiple attempts to 

demonstrate mastery, providing additional 

instruction and chances to be reassessed if 

initial mastery is not achieved. 

- Supports mastery over 

time  

 

Conversely, Item Response Models (IRMs), present a comprehensive analysis by 

delineating item (question) features such as difficulty, discrimination, and guessing parameters. 

Although IRMs are effective in assessing proficiency across various contexts, they encounter 

challenges when classifying mastery situations. This is mainly due to their inability to acknowledge 



 
 

that different skills can underlie a question. Another type of model used in mastery learning are 

CDMs [20] which classify students in two class of mastery (mastery, non-mastery). Indeed, IRMs 

are used to model the relationship between individuals' latent traits and their responses to test items, 

providing a nuanced understanding of ability. CDMs go beyond IRMs by diagnosing specific 

cognitive skills contributing to test performance, offering targeted insights for instructional 

purposes in educational assessment. CDMs have been utilized to detect distinct patterns of attribute 

mastery, providing valuable insights into students' cognitive abilities and learning outcomes [21]. 

These models employ discrete latent variables to categorize students into profiles indicating their 

mastery status of each attribute based on their question responses [22], [23]. The use of CDMs 

allows for the assessment of students' mastery of specific cognitive skills, providing fine-grained 

information about their learning strengths and weaknesses and assess skill mastery in students, 

providing a framework for evaluating changes in skill profile mastery over time [21]. In CDMs, 

diagnoses encompass identifying specific cognitive skills or attributes that a student has either 

mastered or not mastered within a given domain. For example, in a mathematics assessment of fifth 

grade, diagnoses might include whether a student has mastered concepts like multiplication, 

division, fractions, or algebraic equations, allowing for a nuanced understanding of the student's 

proficiency levels across various skills within the subject area. 

A pivotal mathematical model within CDMs is the Deterministic Inputs, Noisy "and" Gate 

(DINA) model, which assesses mastery or non-mastery statuses across multiple cognitive skills 

based on raw question responses [21], [24]. The DINA model, a latent class model, classifies 

students into skill mastery profiles based on their responses to exam questions, with each question 

having a specific relation to one or more skills [21], [24]. The linkage between questions and their 

corresponding intended skills are captured in a Q-matrix, a matrix of ones and zeros indicating 

which questions require a particular skill in order to correctly answer a question, facilitating precise 

skill mastery assessment [25]. Dina model can accept the dichotomous responses matrix and Q-

matrix [21], [24]. While CDMs in general, and the DINA model in particular, have proven valuable 

in evaluating skill mastery, certain limitations warrant consideration. The DINA model's reliance 

on dichotomous responses (i.e., correct or incorrect) assumes an all-or-nothing attribute paradigm, 

potentially oversimplifying skill mastery complexities, particularly when students exhibit partial 

mastery [5], [25]. Furthermore, the binary nature of mastery or non-mastery statuses in the DINA 

model and CDMs in general may oversimplify the patterns of partial mastery displayed by most 

students [5]. 

Critiques of CDMs extend to their static nature of capturing the dynamic evolution of skill 

mastery over time. In other words, CDM-based assessments provide static snapshots that may not 

fully capture students' abilities. The DINA model's assumption of equal skill mastery needed to 

correctly answer different questions may oversimplify the multidimensionality of skills and impact 

the accuracy for assessments to measure cognitive abilities [18]. In response to these limitations, 

researchers have introduced advanced models like Generalized Deterministic-Input, Noisy “And” 

gate (GDINA) [9], Higher-Order–Deterministic-Inputs, Noisy “And” gate (HO-DINA) [26], [27], 

aiming to address the simplifying assumptions underlying classical CDMs [18], [25]. Specifically, 

GDINA model are able to accept polytomous responses from students and consider the higher order 

skills by polytomous labels of skills while do not accept the partially mastery on skill profile. These 

models, while more intricate, attempt to overcome issues such as polytomous responses and varying 

skill levels under each question. However, their implementation necessitates large sample sizes for 

stable estimates, rendering them susceptible to model misspecification and misfit. The challenge of 

identifying the optimal model for data fitting, coupled with the difficulty of providing a class that 



 
 

represents partial mastery, underscores the complexity and potential oversimplification inherent in 

employing single parametric CDMs [25], [28]. 

The CDM and DINA models strive to maintain the mastery learning assumption by 

imposing stringent criteria, including the necessity for correct responses to all questions associated 

with a particular skill for mastery classification. Indeed, a main assumption of DINA model is that 

achieving a correct response to an item necessitates that an examinee possessing all requisite skills 

avoids errors attributable to slipping, while an examinee deficient in one or more of the necessary 

skills must correctly guess to provide a correct answer. However, these models encounter 

limitations in terms of computational complexity, inflexible mastery/non-mastery categorization, 

and the challenge of capturing higher levels of skills underlying a question. In particular, two 

questions can require one skill but at different levels of application [8], [29]. Indeed, CDM and 

DINA models are computationally very hard to implement, and sensitive to differences in student 

population and estimation models. Williams et al., [14] and Youn et al. [30] both found that machine 

learning algorithms, particularly Naive Bayes, can accurately predict cognitive impairment based 

on neuropsychological data as machine learning methods can react faster to any type of diagnosis. 

Bratić [31] and Ma et al., [32] further support applying machine learning to satisfy the need for 

early diagnostic practice or understanding any specific diagnosis while the exam is administered. 

Attempts had been made to classify the students based on the assumption of CDM and 

specifically DINA models to use the benefits of model parameters like guessing and slip parameters. 

Indeed, within the DINA model, the slip parameter is associated with a "mastery" student 

responding incorrectly due to slip, and the guess parameter is associated with a "non-mastery" 

student answering correctly due to guessing. However, these attempts use simpler models that 

accept more variety of inputs like Support Vectors Machines models [33], but do not attempt to add 

additional classification groups. However, supervised machine learning models, exemplified by 

Support Vector Machines and Naive Bayes, necessitate a response variable for training. This 

variable may represent the mastery and non-mastery status of students. However, this labeling is 

challenged by the stringent assumption of the DINA model regarding non-mastery labels, rendering 

it unreliable and precluding the assurance of accurate non-mastery identification. Furthermore, this 

assumption does not account for the existence of a middle ground denoting partial mastery. In the 

realm of CDMs, no model accommodates more than two classes, specifically signifying mastery 

and non-mastery. It is imperative to underscore that these supervised models can solely be trained 

using the available information on guessing and slip parameters [34][35]. 

The K-means algorithm, an unsupervised learning method, emerges as a solution to these 

constraints by offering a means to classify students' learning behaviors without the need for 

predefined categories [34]. This algorithm analyzes patterns in students' response data to group 

them into clusters based on similarities in their learning behaviors or ability levels [34]. Such an 

approach allows for the identification of nuanced learning states beyond the binary mastery/non-

mastery paradigm, facilitating a more detailed understanding of student performance and potential 

areas for intervention [34]. By employing K-means, educators and researchers can better tailor 

educational content and strategies to meet the diverse needs of students, as demonstrated by 

Lakshman et al. [35] in their application of K-means for classifying student abilities within an Item 

Response Theory framework. This method's flexibility and ability to uncover hidden patterns in 

data make it an invaluable tool for enhancing the personalization and effectiveness of educational 

interventions, ultimately contributing to improved student learning outcomes. 

 

Partial-Mastery Cognitive Diagnosis Model Construction 



 
 

K-mean 

The K-means clustering methodology comprises several distinct steps aimed at partitioning 

a dataset into ' 𝐾 ' clusters. In the initialization phase, 𝐾  centroids are selected, denoted as 𝐶(0) =

{𝑐1
(0)
, 𝑐2

(0)
, … , 𝑐𝑘

(0)
}, with the option for random or systematic centroid assignment. The assignment 

step involves associating each data point 𝒙𝑖 with the nearest centroid 𝑐𝑗, determined by 𝑗 =

argmin𝑙  𝑑(𝒙𝑖, 𝑐𝑙
(𝑡)
), where 𝑑 represents the chosen distance function, commonly the Euclidean 

distance. The formula for Euclidean distance is 𝑑(𝑥𝑖, 𝑐𝑙) = √∑𝑚=1
𝑛  (𝑥𝑖,𝑚 − 𝑐𝑙,𝑚)

2
, with 𝑛 being the 

dimensionality of the data [36], [37]. 

Subsequently, the centroids are updated in the next step, denoted as 𝐶(𝑡+1) =

{
1

|𝑆𝑗|
∑𝑥𝑖∈𝑆𝑗

 𝑥𝑖| 𝑗 = 1,2, … , 𝑘}, calculated as the mean of the data points in each cluster 𝑗, represented 

by 𝑆𝑗. Iterative execution of assignment and update steps continues until convergence, marked by 

minimal changes between consecutive centroids or reaching a specified iteration limit [36]. 

The final step entails assigning data points to clusters based on converged centroids, 

concluding the clustering process. The choice of the distance function is integral, with metrics like 

Euclidean distance, Manhattan distance, or cosine similarity applied based on data characteristics. 

Determining the optimal number of clusters 𝐾 is pivotal, often addressed through techniques like 

the Elbow Method or Silhouette Analysis, and methodology robustness is enhanced by multiple 

initializations and averaging results [34], [37].  

 

Integration of Cognitive Diagnosis Into the K-mean Model 

The methodology introduces a weighting scheme (𝑊𝑗) or each assessment question, 

meticulously calculated as inversely proportional to its associated guessing (𝐺𝑗) and slipping 

parameter (𝐿𝑗) as Eq 1. 

                                                                       𝑊𝑗 =
1

1+𝐺𝑗+𝐿𝑗
 (Eq 1) 

 

Subsequently, the adjustment of student skill mastery levels (�̂�𝑖𝑗) is executed through a 

process that harmoniously blends these weights with the q-matrix (Eq. 2 & Table 2). This ensures 

that only pertinent questions inform the adjusted mastery level for each skill, articulated as: 

 

                                                     �̂�𝑖𝑗 =
∑ 𝑊𝑚𝑄𝑚𝑗𝑆𝑖𝑗
𝑀
𝑚=1

∑ 𝑄𝑚𝑗
𝑀
𝑚=1

  (Eq 2) 

                                                                 

The mastery levels (𝑆𝑖𝑗) for student i in skill j, where m is the total number of questions, 

constitute a crucial preprocessing step. This process aligns the clustering with the educational 

context, creating clusters that more accurately reflect the educational constructs measured. By 

adjusting skill mastery levels to mitigate guessing and slipping effects, the methodology ensures 

that subsequent K-means clustering is grounded in a representation of student abilities that closely 

approximates true skill mastery. The resulting matrix of adjusted skill mastery levels serves as a 

robust foundation for clustering, enabling the identification of meaningful student groups based on 

skill profiles. These groups inform targeted instructional strategies, fostering a personalized 

learning environment that addresses the diverse educational needs of students. 

 



 
 

Table 2: Sample of Q-matrix for simulation 

question Skill number one Skill number two Skill number three 

1 0 0 1 

2 2 1 1 

3 2 1 0 

4 0 1 1 

…
 

…
 

…
 

…
 

15 2 0 1 

Note: Number 2 means that question requires a higher level of skill mastery to correctly solve. 

 

Customization of K-Means Clustering 

The core modification to the K-means clustering algorithm involved the introduction of a 

custom distance function, designed to compute the dissimilarity between student skill profiles and 

cluster centroids. This function, 𝐷(𝑆𝑖, 𝐶𝑘), calculates the weighted Euclidean distance between a 

student's skill profile 𝑆𝑖 and a cluster centroid 𝐶𝑘: 

 

                                                         𝐷(𝑆𝑖, 𝐶𝑘) = √∑  𝑛
𝑗=1 𝑊𝑗   ⋅ (�̂�𝑖𝑗 − 𝐶𝑘𝑗)

2
 (Eq 3) 

  

In Eq. 3, 𝑛 represents the number of 𝑠𝑘𝑖𝑙𝑙𝑠, and the weights adjust the influence of each 

skill in the distance calculation based on the associated guessing and slipping probabilities. The use 

of the Q-matrix (Table 2) in modulating the distance function allows the clustering process to reflect 

the specific contributions of different skills to the assessment questions, thereby aligning the 

clustering more closely with educational theory and practice. 

By applying this custom distance function (Eq.3) in K-means, the algorithm (Eq. 4) tries to 

minimize the total within-cluster variance. Where 𝐶𝑘 is the set of points in cluster k, and 𝜇𝑘 is the 

centroid of cluster k. The algorithm proceeds by assigning points to clusters and updating centroids 

based on this weighted distance (Eq. 3). 

 

                                              Min∑ ∑ 𝑑𝑤(�̂�𝑖𝑗,𝑥∈𝐶𝑘
𝐾
𝑘=1 𝜇𝑘,𝑊𝑗) (Eq 4) 

 

Simulation Methodology 

Our study embarked on a path to refine the traditional K-means clustering algorithm by 

weaving in intricate elements of Cognitive Diagnostic Models (CDMs), with a specific lens on the 

unique landscape of educational assessment data. Therefore, we first simulate the responses and Q-

matrix (question-skill) by considering the guessing and slip parameters and computing the 

probability of the response of each student to the question [34], [37]. In our response simulation, as 

cited in [9], a simulated population of more than 200 individuals adequately covers a comprehensive 

range of response scenarios that account for both slip and guessing parameters. The research 

presented in [9] and [38] further supports the premise that simulating responses can yield models 

closely mirroring empirical conditions. This approach enhances the validity of simulation, 

especially within the realms of CDMs and IRMs, by providing a rigorous method for model 

verification. 

To create a realistic educational dataset, we simulated the responses of 200 students across 

a suite of 15 assessment questions. This choice of question numbers was motivated by the desire to 



 
 

mirror realistic assessment conditions, minimizing the potential for student fatigue and providing a 

reasonable parameter of guessing and slip. The simulation was meticulously designed to 

encapsulate the guessing and slipping parameters emblematic of the GDINA model, aiming to 

forecast the probability of each student's correct response to the individual questions. also, three 

skills designed vary from simple to higher-order application of skills [34], [37]. 

 

Results 

To evaluate the effectiveness of our clustering approach, we calculated several fit statistics, 

including the Silhouette Score, Calinski-Harabasz Index, and Davies-Bouldin Index, for each 

cluster. These metrics provided quantitative insights into the cohesiveness and separation of the 

clusters, enabling a comprehensive assessment of the clustering quality [34], [37]. The Silhouette 

Score helps us understand how well our clustering worked by measuring how close each data point 

is to others in its own cluster compared to those in the nearest cluster. A higher score means the 

clusters are clear and distinct, with each cluster's members being close together and far from other 

clusters [34], [37]. The Calinski-Harabasz Index, also known as the Variance Ratio Criterion, looks 

at how separate clusters are by comparing the variance (or spread) of data points between clusters 

to the variance within each cluster [34], [37]. A higher index means the clusters are well-spaced 

out, indicating a good clustering job. The Davies-Bouldin Index checks how compact (tight) and 

separated the clusters are by comparing distances within and between clusters [34], [37]. Lower 

scores here mean the clusters are tight and well-separated, which is what we want. However, the 

RMSEA doesn't work well for checking how good our clustering is because it's meant for a different 

type of analysis involving models and observed data, not for grouping data points based on 

similarity [34], [37]. Herein, we discuss the clustering outcomes for each skill, elucidating the 

educational implications and insights derived from these results. 

 

Clustering Quality and Segmentation 

The results across all three skills exhibit a pattern of high Silhouette Scores, indicative of 

cohesive and distinct clusters (around 0.5). The Calinski-Harabasz Indices underscore the 

effectiveness of our methodology in achieving significant separation and density among clusters, a 

testament to the integration of CDM parameters into the clustering process. The Davies-Bouldin 

Indices, consistently below 0.5 for all skills, validate the distinctiveness of the clusters formed, with 

minimal overlap in the skill mastery profiles of different clusters [34], [35], [37]. 

These findings underscore the value of incorporating educational assessment characteristics, 

such as the Q-matrix, guessing, and slipping probabilities, into clustering algorithms. By doing so, 

we have demonstrated the potential to achieve a more granular and educationally meaningful 

segmentation of student skill mastery. This enhanced clustering approach not only facilitates a 

deeper understanding of student skill profiles but also offers actionable insights for personalized 

instruction and targeted educational interventions (Table 3). 

 

 

 

 

Table 3. The model fit results   

Skills Fit Statistics Test value 

Skill number one Silhouette Score 0.62 

 Calinski-Harabasz Index 838.12 



 
 

 Davies-Bouldin Index 0.472 

Skill number two Silhouette Score 0.61 

 Calinski-Harabasz Index 826.30 

 Davies-Bouldin Index 0.481 

Skill number three Silhouette Score 0.60 

 Calinski-Harabasz Index 707.28 

 Davies-Bouldin Index 0.499 

 

Post-hoc classification 

In our study, we utilized the K-means clustering algorithm to organize students into distinct 

groups based on their proficiency across various skills, as detailed in Table 4. This classification 

enabled us to discern clear patterns in the skill mastery levels of the student cohort, facilitating an 

insightful comparison between students' cluster assignments and their actual skill competencies as 

depicted in Table 5 and Figure 4. Table 5, specifically indicates the relation between the clustering 

result of the K-means and mastery situation which comes from the post-hoc analysis. Such an 

analysis provides a granular view of how student proficiencies are distributed among the identified 

clusters, highlighting the diversity in mastery levels within the studied population.  

 

Table 4: Students cluster dependency of each skill 

Students 
Skill number one 

cluster 

Skill number two 

cluster 

Skill number three 

cluster 

1 1 2 1 

2 2 1 3 

3 1 1 2 

4 1 3 2 

5 3 3 2 …
 

…
 

…
 

…
 

200 1 1 3 

 

 
Figure 3. Distribution of clusters for each skill number one (left), skill number two(middle), skill 

number three (right) 

The robustness of resultant clusters hinges on the distribution and scale of the dataset, as 

this algorithm operates under the assumption that clusters exhibit uniform dimensions. In the 

context of CDM, preprocessing techniques extend to the qualitative assessment of Q-matrices, in 

parallel with CDM, K-means clustering depends on the clustering of the initial placement of 



 
 

centroids. So, in the unclear clustering situation of mastery situation for skill number two (Figure 

4) the CDM researchers recommend adjustments to the Q-matrix for educators, reflecting the 

pivotal role of this matrix in refining outcomes. 

Table 6 provides an overview of diverse proficiency levels for all three skills among 15 

questions. Notably, the middle group of mastery for the skill number three (Partial Mastery ≈50%) 

is larger than other two portions, which violates the model balancing for the k-means algorithm. In 

this situation, the center of the second group in skill number three (𝐶23 in Eq. 3) will be at the 

middle and its performance for finding the center of the other two clusters (Master (𝐶13 in Eq. 3) 

and Non-Master (𝐶33 in Eq. 3)) decrease. Indeed, model select the centers of two other clusters in 

a non-accurate place which is very close to the center of the second cluster (middle group). 

 

Table 5: Students Skill Mastery Profile 

Students 
Skill number one 

cluster 

Skill number two 

cluster 

Skill number three 

cluster 

1 Mastery Non-Mastery Non-Mastery 

2 Partial Mastery Partial Mastery Partial Mastery 

3 Partial Mastery Non-Mastery Mastery 

4 Non-Mastery Non-Mastery Mastery 

5 Non-Mastery Mastery Mastery …
 

…
 

…
 

…
 

200 Partial Mastery Non-Mastery Partial Mastery 

 

 
Figure 4. Clustering by mastery level for each skill. Skill number one (left), Skill number two 

(middle), Skill number three (right) 

  

 

 

 

 

Table 6. Portion of different levels of each skill in 15 questions 

 Skill number one Skill number two Skill number three 

Mastery 50.0% 25.0% 31.3% 

Partial Mastery 31.3% 31.3% 50.0% 



 
 

No Mastery 12.5% 37.5% 12.5% 

 

Discussion 

Our study shows how a Partial-Mastery Cognitive Diagnosis model that incorporates K-

means clustering can effectively group students based on how well they've mastered various skills. 

By adding special parameters from CDMs into our analysis, we've been able to form meaningful 

groups of students that really show the range of skills they've mastered, including those who have 

only partially mastered skills. This method is a step forward in educational data analysis and 

adaptive learning. This model gives us a clear picture of student skills, helping educators understand 

and meet the different needs of their students.  

This attention to detail significantly enhances the effectiveness of the K-means model, 

particularly in scenarios where the distinctions between different skill levels of partially mastery 

model are minimal [39]. Indeed, the key to better clustering is not just increasing the number of 

students; it's equally crucial to pay attention to skill level distribution among questions [40]. This 

attention to detail significantly enhances the effectiveness of the K-means model, particularly in 

scenarios where the distinctions between different skill levels are minimal. 

Employing the K-means clustering method allows educators to tailor educational 

experiences, ensuring that each student's unique strengths are identified needs and their unique 

needs are addressed. This personalized approach not only can facilitate the creation of targeted 

lessons but also opens the door to recognizing the multifaceted nature of student learning. Beyond 

merely categorizing students by their mastery levels, this method allows for the identification of 

specific learning trajectories, preferences, and obstacles that individual students may face. 

Using this K-means clustering approach, instructors can see exactly what skills each student 

has mastered, and the skills that are they are in the process of mastering. By having a skill profile, 

instructors can identify student needs, which helps them create interventions and lessons that are 

personalized for each student. For example, engineering students who have partially mastered 

integration can receive extra support with their calculus skills while still receiving appropriate 

instruction in a content topic such as Thermodynamics. In addition, students who have mastered 

integration might be given more challenging Thermodynamics problems to keep them engaged. In 

this way, Partial-Mastery Cognitive Diagnosis models allow a sophisticated way to use formative 

assessment data to guide their teaching. This data-driven approach shows promise for allowing 

instructors in large-enrollment courses to more easily individualize instruction to improve learning 

for all students by making sure everyone gets support that's tailored to their ability and skill mastery 

levels [39], while helping classrooms become more inclusive by recognizing and supporting diverse 

students’ learners.   

Looking ahead, future directions for this work could involve integrating K-means clustering 

with other machine-learning techniques to refine the understanding of student learning behaviors 

further. Deep learning could help predict student performance trends, enabling proactive 

adjustments to teaching strategies. Moreover, exploring the correlation between clustered learning 

styles and long-term academic outcomes could yield valuable insights into how personalized 

education impacts student success beyond the classroom. 

Additionally, the integration of this approach within digital learning platforms could 

facilitate real-time and focused feedback loops, where instructional content is dynamically adjusted 

based on the evolving needs of the student body. Such an adaptive educational environment could 

revolutionize the traditional one-size-fits-all teaching model, fostering a more inclusive and 

effective learning atmosphere that celebrates and cultivates individual differences. This expansion 



 
 

provides a more comprehensive view of the potential impact of the K-means clustering approach 

on education, highlighting its capacity to foster a deeper understanding of student learning and 

outlining future avenues for research and application. 
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