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A Framework for Developing Hands-on Competency
in Generative AI with Ethical Considerations

Abstract

This practice paper introduces a framework to enhance the practical skills of undergraduate
engineering students in generative AI technologies. Our goal is to transform students from
users of generative AI software into professional creators of new AI technologies.  We begin
by defining guidelines, emphasizing ethical, responsible, and lawful practices. Then we
define the core practical competencies and design learning activities. The framework involves
collaboration among undergraduate students, postgraduate tutors, instructors, technicians,
legal experts, academic partners, and industry professionals.

The framework adopts a three-stage progression approach. At the adoption stage, students
become familiar with generative AI software, such as composing textual prompts for image
generation with the stable diffusion model. This helps students stay updated on the latest
tools and developments in generative AI applications. In the development stage, the focus is
on technical training for application programming interfaces (APIs), including language
completion, text-to-speech conversion, and semantic search. This covers hands-on learning of
using open-source large language models such as Llama2, and commercial cloud services
such as Microsoft Azure OpenAI and Google GCP Vertex AI, etc. Techniques like Retrieval-
Augmented Generation (RAG) and model fine-tuning are part of this training, equipping
students with the necessary skills to enter the final application stage. In this stage, students
participate in designing and developing generative AI-based solutions to address real-world
problems. Our partnerships extend to the law and social science faculties, where we build
customized chatbot solutions.

The framework was implemented and evaluated at the Tam Wing Fan Innovation Wing
(a.k.a. HKU Inno Wing) [1], a facility within the Faculty of Engineering at the University of
Hong Kong dedicated to improving students' practical abilities. Students demonstrate
increased awareness of ethical, responsible, and lawful practices in generative AI
technologies under the careful guidance of instructors. We conducted an analysis of the
written reflections from students in the 2023/24 cohort regarding their understanding of the
strengths and weaknesses of generative AI technologies. Furthermore, we assessed how
students' awareness of generative AI ethics, responsibility, and legal considerations evolved
throughout their reflections. By identifying common blind spots, we gained valuable insights
to continually enhance guidance for students at various stages of their learning progress.
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Background

In the rapidly advancing field of artificial intelligence technology, there is a pressing need to
bridge the gap between theoretical knowledge and practical skills, especially in the realm of



generative AI. Within the undergraduate engineering curriculum at the institution, generative
AI-related courses primarily emphasize theories related to natural language processing,
machine learning, and language models. However, they often lack actual hands-on experience
in using contemporary tools and application programming interfaces (APIs) to build practical
AI solutions for solving real-life problems. Such solutions often require cross-disciplinary
collaboration with academic partners and industrial collaborators, who may contribute
domain expertise and training data in their specific field of generative AI application.

To address this gap in the curriculum, we propose a framework to guide students through a
structured three-stage progression, emphasizing practical competencies alongside ethical
considerations. Our aim is to equip the upcoming generation of engineers with the skills and
mindset necessary to navigate the field of generative AI while upholding ethical, responsible,
and lawful practices.

The framework was piloted at the HKU Inno Wing as an extracurricular learning opportunity
for undergraduate students in the 2023/24 academic year. The Inno Wing, a 2,000-square-
meter innovation workspace established by the engineering faculty in December 2020,
supports student innovation and hands-on learning by providing state-of-the-art equipment
and extensive project workspace. In the realm of generative AI, the center has taken a leading
role at the University of Hong Kong in nurturing the next generation of technology
innovators who are both knowledgeable and responsible leaders committed to developing
technology for the betterment of society. In 2023/24, the center expanded its infrastructure
and activities, including computing facilities, software tools, and cloud resources, to support
the learning and development of generative AI technologies for undergraduate students.

Related works

On ethical aspects of AI technology

In recent years, there has been a significant surge in the development of AI technology. As a
result, diverse efforts have been dedicated to raising public awareness about both the
advantages and limitations of AI  [2], [3], [4]. A substantial body of literature delves into the
impacts, as well as opportunities and challenges that generative AI presents to the education
community in teaching and learning [5], [6] and to the scientific community in academic
integrity and the risk of plagiarism in scientific publications [7], [8], [9]. To address these
urgent concerns in ethic use of generative AI, many universities have developed their
guidelines for students and staff on how to use these AI tools in the teaching and learning
scenarios [10], [11]. However, from a student's perspective, these guidelines may be too
general or condensed, making it difficult for them to relate the terms to real-world practices.
While the guidelines at the Inno Wing align with those of other universities, covering aspects
such as AI tool limitations, data privacy, intellectual property, and responsible practices, we
aim to impart the concepts to our students through an experiential, progressive framework.
This approach exposes students to different levels of use of generative AI tools and
technology, enabling them to develop a concrete understanding of the underlying principles
behind the terms outlined in the guidelines.



Generative AI-related curricula

Universities are actively developing coursework to enhance students' proficiency in
generative AI technology while also addressing its limitations and ethical considerations. One
notable example is the three-week experiential learning course offered by MIT [12], which
places emphasis on both technical and managerial aspects of generative AI technology. This
particular course targets senior leaders, managers, and professionals from the business sector,
catering to a different audience compared to the framework proposed in this paper. In
contrast, UC Berkeley's Data Science 290 course [13] takes a more technically oriented
approach, aligning well with the third level of progression outlined in our framework. This
course provides students with the necessary technical skills to work with generative AI
technologies.

In designing our framework, we aim to provide undergraduate engineering students, as well
as students from other faculties, with hands-on experience in generative AI through a three-
level progressive training approach. By targeting entry-level students, we hope to motivate
them to engage with generative AI technology and develop their skills and understanding in
this field. Our goal is to equip students with the necessary knowledge, experience, and ethical
awareness to navigate the opportunities and challenges presented in the era of generative AI.

AI ethics in Computer Science

The field of computing education has a significant surge in research focusing on ethics
inclusion, as highlighted in the survey conducted in [14]. An outcome of this survey is the
recognition of the need for more targeted pedagogical innovation to clarify expectations
regarding students' understanding of ethics in computing. In response to this, the primary
focus of this paper is directed towards the emerging field of generative AI, adopting a
student-centered approach in the design of the learning framework. Our framework embraces
an interdisciplinary approach, in alignment with the definition provided in [15], wherein
students and teachers include cross-disciplinary professionals from various fields, including
social work and social administration, law, and engineering. This collaborative approach
ensures a well-rounded exploration of ethics in generative AI, drawing insights from diverse
disciplines and fostering a holistic learning experience.

In addition to complementing theoretical-focused computing ethics research, as exemplified
by [16], this practice paper implements hands-on experiential learning within our innovation
center. By bridging the gap between theory and practice, we provide students with firsthand
experience and insights into the ethical dimensions of generative AI. Furthermore, through
our practical experiences, we identify potential blind spots that may arise in the context of
AI-related teaching. This approach complements the story completion method discussed in
[17], as we engage students in authentic scenarios in stage three of the proposed progressive
framework. Through these efforts, our aim is to refine and strengthen our framework,
fostering an environment that promotes ethical awareness and responsible practices in the
field of generative AI.



Guidance for using generative AI tools and building applications

We emphasize the importance of closely integrating ethical education with every aspect of
technical competency training. This involves continuous efforts to define ethical guidelines
for generative AI, specifically tailored to students and staff. These guidelines should address
the responsibilities of both users and developers. In light of this, we have taken the initiative
to draft the guidelines and establish a continuous feedback mechanism involving various
stakeholders, including legal experts, academic staff, technical staff, and students. This
inclusive approach allows for ongoing critique and review to refine the guidelines. Table 1
presents a partial list of these guidelines as of April 2024; a comprehensive list can be found
in [18]. All users, including students and staff involved in generative AI-related
activities/projects, are required to agree to these guidelines before accessing the resources
offered by the Inno Wing.

Responsible user: Ethical review and validating facts in crafted content

In emphasizing responsible usage, two key aspects demand our close attention. Firstly, in
content crafting, users must take responsibility for the generated content. We aim to establish
stringent practices among our users to review the generated content, preventing harm, bias,
discrimination, misinformation, or engagement in any unethical behavior [19]. Usage must
consistently adhere to ethical standards, refraining from harassment, hate speech, plagiarism,
or any illegal activities. Secondly, users must acknowledge the inherent limitations of the
created content and understand the potential for inaccuracies or incoherence within the
context, often referred to as hallucination [20]. Therefore, users should refrain from treating
the generated content as a reliable source of factual information. Instead, we advocate for the
establishment of strict practices for factual validation through research and literature review.

Responsible developer: Transparent data collection and authorized IP use

In the development of generative AI technologies, it is important to focus on transparent data
collection and the authorized use of intellectual properties. While approaches may vary
among AI service providers regarding the collection and utilization of user data, it is common
for developers to avoid tracking unnecessary personal data that is irrelevant to the
functionality of the application. Our established practice requires developers to transparently
inform users about the data to be collected and its intended use. We emphasize the
importance of clearly conveying how personal data inputted into AI tools will be utilized
beyond immediate results generation. Additionally, we aim to establish practices that
mandate authorized use of intellectual property (IP) through proper citation,
acknowledgment, and obtaining permission from data owners for the training of AI models.



Table 1. Guidance for Using Generative AI Tools and Building Applications
 (partial list, version in February 2024)

1

Responsible AI: Crafting Ethical and Responsible Contents
● Generative AI tools empower us to create content. Use this power responsibly by ensuring

that the generated content adheres to ethical and legal standards.
● Refrain from generating content that promotes harm, bias, discrimination, misinformation,

or any form of unethical behavior. Test results/contents that may have embedded such
unethical behavior and avoid using them.

● Avoid any misuse of generative AI tools, including harassment, hate speech, plagiarism, or
any illegal activities.

2

Limitation on created contents: Understanding the Limits of Generated Contents
● Recognize that user of AI-generated results/contents should bear the ultimate

accountability in using them.
● Recognize the issues of confident responses produced by AI tools that are inaccurate or

incoherent with the context, also known as hallucination, and the implications of prompt
engineering in AI-generated results/contents.

● Consider whether AI-generated results/contents encourage or discourage diversity and
conformity.

3

Data Protection: Safeguarding User Data
● Ensure that the data used with AI tools complies with the University’s privacy and data

protection regulations.
● Do not collect any unnecessary personal data from users that is not relevant to the

application’s functionality.
● Clearly inform individuals who utilize AI tools about the data to be collected and how the

data will be used.
● Understand fully how personal data inputted to AI tools will be used beyond generating

immediate results.
● Please seek approval from Human Research Ethics Committee before collecting any data

for research purposes.

4

Intellectual Property: Respecting Ownership Rights
● Ensure compliance with the University’s Intellectual Property Rights Policy. Do not use

copyrighted materials, including those generated by AI tools, without proper authorization.
● Encourage collaboration among students while ensuring proper credit for contributions to

projects involving generative AI. Give credit where it’s due.

5

Usage for Teaching and Learning: Not for Commercial Activities or Production Deployment
● The generative AI tools provided by the Inno Wing are intended for teaching and learning

purposes, prototyping, and non-production use only. They should not be used to support
commercial activities or software deployment.

The three-stage progression framework

In June 2023, a team was formed in the Inno Wing, including a lecturer with expertise in AI
and robotics as the staff-in-charge. This team comprises student interns selected based on
their proficiency in machine learning and natural language processing, particularly those who
excelled in relevant computer science courses. The primary objective of this team was to
identify core technical competencies and create learning materials in generative AI for the
2,800 undergraduate users of the Inno Wing. Additionally, these pioneering interns undertook



initiatives to identify and address real-life problems. The experiences, results, and findings
from these real-life projects are being shared with the student community through knowledge
exchange workshops and seminars. For the 2023/24 academic year, the team consists of nine
student interns.

To ensure a comprehensive approach, the team actively engaged academic advisors and
industry collaborators involved in the field of generative AI. Collaborators for the 2023/24
academic year included academic staff from the law faculty and social science faculty, as
well as industrial partners from cloud service providers such as Microsoft Azure and Google
GCP.

1. Adoption stage: Become proficient users of contemporary AI tools

To familiarize students with contemporary software, the team consistently identifies the latest
tools and developments in generative AI. For example, in the 2023/24 academic year, the
growing interest in chatbots and image generation software offers an excellent opportunity for
the Inno Wing to provide introductory experiences and make these techniques accessible to
students. The focus of this stage is to help students become familiar with the capabilities of
existing technology and develop skills in becoming proficient users of these technologies, such
as composing textual prompts for image generation using the stable diffusion model [21].

In the 2023/24 academic year, the team initiated the design of a generative AI walkthrough
experience for students (Figure 1), accessible at [22]. The initial offering aims to create an
AI-generated virtual avatar that can synthesize the user's speech. This would be of great
interest to students as it allows them to create short presentation clips, which are useful for
various project presentations. Therefore, it would be best to host this walkthrough in the
podcast studio of the Inno Wing, which consists of multimedia equipment for students to
create podcasts and present materials. The podcast studio is upgraded with high-performance
computing facilities to support the computationally intensive gen-AI software. The learning
materials are carefully designed to include various latest software, such as stable diffusion

Figure 1. The walkthrough hosted in the podcast studio, which has been upgraded with high-performance
computing facilities to power the computationally extensive gen-AI software.



models for avatar image generation, Elevenlabs for voice generation, and D-ID for voice-
avatar synchronization .

In terms of ethical considerations, this stage offers an authentic opportunity for students to
engage in ethical review and fact validation when working with crafted content. For example,
when students witness the capabilities of AI-generated images, the importance of "validating
facts" becomes evident, as it highlights the potential for image manipulation or falsification.
Additionally, when students experience the capability of voice synthesis, it raises concerns
about the potential misuse of downloaded voices from online sources to create a realistic
voice model of someone else. This raises awareness among students regarding privacy
infringement and potential criminal offenses, prompting them to adopt strong ethical,
responsible, and lawful practices when utilizing this technology.

2. Development stage: Evolve into developers of new generative AI technologies

The focus of this stage is on providing technical training to empower students to become
developers of new generative AI technologies. We place emphasis on their ability to utilize
the latest libraries and tools, including application programming interfaces (APIs) offered on
various cloud platforms. For the 2023/24 academic year, the team has defined the core
technical competencies as language completion, text-to-speech conversion, semantic search,
and computer vision.

To acquire this knowledge, the team explores various open-source large language models
such as Llama2 [23] and utilizes cloud services like Microsoft Azure OpenAI and Google
GCP Vertex AI. Additionally, the team organizes hands-on workshops with industrial experts
(Figure 2) and arranges visits to interact with professional developers (Figure 3). This process
enhances the technical prowess of the team, positioning them to lead other students in
acquiring these technical skills on a larger scale.

In order to translate the acquired knowledge into learning materials for other students, the
team designs task-based workshops that incorporate the learning of core competencies. In the

Figure 2. The workshops “Building AI Solutions on
Microsoft Azure Cloud” organized by industrial

experts from Microsoft Azure.

Figure 3. Student interns visiting and exchanging
ideas with professional developers from Google

Cloud.



2023/24 academic year, the team developed a workshop where students can design and
develop a user-customized chatbot that leverages APIs to implement large language model
optimization techniques, such as Retrieval-Augmented Generation (RAG) [24], as depicted in
Figure 4. Ongoing development extends these techniques to include fine-tuning a language
model and integrating deep learning-based computer vision techniques. These workshops,
hosted at the Inno Wing, are open to all students, enabling them to acquire fundamental
competencies in generative AI application development. This equips them to apply their
technical knowledge to solve real-life problems in the subsequent stage.

In terms of ethical considerations, this stage presents an authentic scenario for practicing
transparent data collection and authorized use of intellectual properties. When students
prepare training data to construct a customized language model during the workshop, they are
prompted to ensure compliance with regulations pertaining to the use of intellectual
properties. Furthermore, the potential logging of all chatbot conversations raises awareness
about user privacy. Questions arise regarding the ethical implications of utilizing
conversations to enhance current dialogue or for further training of language models, which
could potentially expose conversation content to other users. This situation highlights the
importance of responsible, ethical, and lawful practices among generative AI developers.

3. Application stage: Apply generative AI skills to solve real-world problems

In this stage, students actively participate in designing and developing generative AI-based
solutions to address real-world problems through cross-disciplinary and industrial
collaborations. To ensure successful academic collaboration, our strategic focus involves
exploring social good projects with specific applications in non-engineering fields.

In the 2023/24 academic year, the team established two cross-faculty collaborations. The first
collaboration involved partnering with the law faculty, engaging students in developing an
additional layer for a chatbot that answers legal questions. Recognizing the challenges faced

Figure 4. The workshops “Unleash Creativity with
Generative AI through Open AI Engine and ChatGPT

Build Your Personalized Chatbot” organized by
student interns for other students.

Figure 5. Students built a legal chatbot to assist
underprivileged people in asking legal questions

without the use of professional and complex terms
[25].



by underprivileged groups in expressing legal queries in complex terms, the team worked on
a chatbot service that recommends legal topics based on a client's situation (Figure 5). This
initiative aims to assist underprivileged individuals in understanding their legal protection
and rights [24]. The second collaboration was with the social science faculty, exploring the
use of generative AI to develop an assistive chatbot for social workers. This chatbot provides
information on Social Welfare Department policies, addressing topics such as tenancy
regulations and working family allowances for those in need. Additionally, the team creates
simulated AI counseling agents to train professional social workers.

To ensure successful industrial collaboration, all stakeholders, including the academic staff-
in-charge, industry partners, and student interns, must have a clear understanding of their
roles and responsibilities. The collaboration should align industry objectives with academic
learning outcomes, fostering a synergy that provides a real-life environment for practical
technology application while allowing for academic exploration. For instance, during the
pilot run with a railway company in the 2023/24 academic year, the theme was “AI and
robotics”, aligning seamlessly with the company’s strategy. Professional engineers and
student interns worked in the industrial environment to explore the adoption of generative AI
in training and maintenance aspects of railway operations.

In terms of ethical considerations, the team encounters a critical challenge in data collection,
emphasizing the necessity for ethical, responsible, and lawful practices. This involves
employing precise data handling techniques such as anonymization and data masking to
safeguard privacy before utilizing the data for training AI models. During the visit to the data
studio of the railway company, both parties emphasize the importance of consensus in
determining the permissible use of data, avoiding privacy-sensitive or commercially
confidential information. Unlike synthetic cases encountered in coursework, the data
preparation process emerges as a demanding aspect of the overall development. This hands-
on experience provides students with valuable insights into the significance of professional
practices, highlighting how professionals in academia and industry navigate these issues
through established policies.

Methodology

We conducted a recruitment process to select non-final year undergraduate students for the
pilot run of our three-stage progress framework. Through an open call for participants within
our institution, we successfully recruited nine undergraduates for the pilot run. These students
possess basic technical proficiency in machine learning and natural language processing
acquired through computer science courses. Among them, eight students are from the
engineering faculty, while one student is from the law faculty. Starting in June 2023, these
students underwent the entire three-stage progress framework. To gather their feedback, we
invited them to provide written reflections in response to the guiding questions presented in
Table 2 upon their completion of the application stage of the progression framework. To
ensure an unbiased analysis, we maintained a neutral stance without predetermined themes
and utilized a coding scheme outlined in [26]. The analysis was carried out by two
researchers.



During the initial coding phase, the researchers engaged in an open exploration of the data,
allowing themes to naturally emerge. They categorized words and sentences according to
each criterion and assigned to mutually exclusive categories [27]. Through subsequent
readings, they gained a deeper understanding of the reflections and identified overarching
themes. This iterative coding and categorization process followed a systematic framework,
ensuring a comprehensive and unbiased analysis. The resulting themes, free from any
preconceived notions, provide valuable insights into the diverse perspectives and experiences
of the participants in the pilot run of our framework. The themes presented in the next section
are aligned with the overall educational framework of the project.

Table 2. Guiding questions for written reflection.
Guiding questions for written reflection

1 What are the technical strengths and limitations of generative AI technologies (including but not
limited to Large Language Models) that you learned from your experience?

2 Are you aware of any ethical issues due to the applications of these technologies and how to
practically avoid these ethical issues?

3 Can you list some of the irresponsible practices of using and developing generative AI
technologies?

4 Please list three examples of the possible unlawful practices (e.g., copyrights or privacy) when
applying and developing generative AI technologies.

Results and Discussions

1. The strengths and weaknesses of Generative AI

Exploring the technical strengths of generative AI reveals a shared recognition among
students for its efficacy in various tasks. Large Language Models (LLMs) exhibit a notable
capacity to comprehend and execute human natural language commands, streamlining
repetitive work. A student highlights this, noting, “LLMs' ability to understand human
natural language commands and perform everyday tasks enhances task efficiency for
repetitive work.” Another technical strength identified by students is the swift content
generation of LLMs, contributing to the acceleration of the development lifecycle. As the
student mentions, “Their high speed in generation was also impressive, enabling them to
automate certain tasks and expedite research pipelines.” Additionally, generative AI
technologies excel in creative tasks such as text, image, or video generation, simplifying low-
level content creation, as noted by most students.

The limitations of generative AI, especially within Large Language Models, form a
consensus among students. A notable concern revolves around the struggle with intellectually
demanding tasks due to the absence of suitable training data. As explained by a student, “The
lack of appropriate training data poses challenges for LLMs in tackling complex problems
that require specialized domain knowledge or complicated logical reasoning.” Moreover, the
computational resource requirements for training large models tailored for specific
applications present a challenge, as highlighted by another student. In their words,
“Limitation – computation power is a substantial barrier, both in terms of the training phase
and the utilization (e.g., paid versions) of generative AI tools.” The reflections also highlight



limitations in training datasets that can lead to biased output and potential societal impacts,
such as racial or gender discrimination. Additionally, privacy issues during information
exchange processes are brought to the forefront, with a student noting, “Privacy issues might
also arise during the information exchange process, as users inadvertently disclose personal
or confidential information to the large model.”

A special insight involves the lack of explainability in generative AI, hindering understanding
of how AI arrives at conclusions. A student notes, “Another challenge we encountered is the
lack of explainability, making it difficult to understand how these AI arrive at their outputs,
hindering accountability and potentially masking hidden biases.”

To address these limitations, students have learned to leverage alternative techniques to
overcome the lack of domain-specific knowledge and implement predefined rules or
guidelines to control the creative abilities of LLMs, reducing the chance of misinformation.
One student suggests, “The hallucination of LLMs is an unsolved problem but to reduce its
chance of misinformation, we can use multiple other LLM agents to monitor and examine the
output of the original LLM.”

2. Ethical issues in Generative AI

Ethical considerations surrounding the applications of Generative AI technologies,
particularly Large Language Models (LLMs), are a focal point for students. Trustworthiness
within the field emerges as a significant ethical issue, highlighted by a student “The black-
box nature of large models masked the thought process, which raises the possibility and
concerns of hallucinations.” This perspective draws attention to the challenge of interpreting
and understanding the decision-making mechanisms of Generative AI, highlighting the need
for transparency and explainability to build trust. Another student expands the ethical
discourse by focusing on the vulnerability to manipulation, specifically through the creation
of deepfakes and AI-generated propaganda. This perspective brings forth the potential
malicious use of Generative AI, emphasizing the necessity for safeguards to protect
information integrity and public trust. They state, “The creation of deepfakes and AI-
generated propaganda, which pose threats to information integrity and public trust.” This
empahsizes the ethical responsibility to anticipate and counteract misuse, acknowledging the
societal impact of manipulated content.

To address these ethical concerns, students propose solutions that span technical and
architectural considerations. The suggestion of “careful system architecture design,” as
mentioned by one student, involves aligning tasks with the capability of large models to
enhance overall accuracy and reliability. Additionally, the deployment of local models or
isolating Generative AI components from other system parts is advocated to prevent privacy
issues. This student emphasizes, “By carefully selecting tasks that align with the capability of
the large models, we can improve the overall accuracy and reliability of the system.”

A unique perspective introduced by another student emphasizes the critical role of education
in fostering responsible adoption. Beyond technical solutions, this insight recognizes the



human element in ensuring ethical practices. The call for both developers and users to
“exercise caution and critically evaluate AI outputs” highlights the importance of informed
decision-making and ethical awareness in the broader adoption and deployment of Generative
AI. This student asserts, “Education is also important to guide responsible adoption.”

3. Irresponsible practices in Generative AI

The reflections on the responsible use of generative AI showcase a shared concern among
students regarding potentially irresponsible practices. A student rightly points out the risk of
the “misuse of large models” leading to the dissemination of false information or harmful
content. This emphasizes the ethical responsibility to ensure that generative AI technologies
are used judiciously. The absence of disclaimers regarding possible inaccuracies before user
interaction is identified as an irresponsible practice that warrants attention. Expanding the
perspective, another student elaborates on the broader societal impact by addressing the
manipulation of social media influence through fake accounts and content. The
acknowledgment of this practice emphasizes the need for responsible development to
preserve the integrity of online platforms. The quote, “Fake accounts, contents, and
comments might reduce the impact of social media content,” highlights the potential harms
associated with the misuse of generative AI.

A notable point raised by a student is the over-reliance on AI-generated content, leading to
social problems such as excessive emotional attachments to AI agents or even addictiveness.
This insight draws attention to the psychological impact of generative AI, and the quote, “The
over-reliance of AI-generated content might also cause social problems like excessive
emotional attachments to AI agents, or even addictiveness,” highlights the societal
implications and the need for responsible deployment to avoid negative consequences.

To counteract these irresponsible practices, students advocate for the incorporation of
disclaimers and content moderation. The quote, “Presenting AI-generated contents (text,
images, etc.) without clearly citing that it is AI-generated,” highlights the concern about
transparency and the importance of clearly indicating the AI origin of content. This proactive
approach aligns with responsible development practices and can mitigate potential
misinterpretations or misuse.

4. Unlawful practices in Generative AI

The students' reflections offer insights into the unlawful practices associated with Generative
AI technologies. One student articulates the concern of copyright infringement, pointing out,
“Copyright infringement is a significant concern, as large language models can be used to
replicate copyrighted works without permission.” This emphasizes the potential legal
ramifications when deploying AI systems that generate content infringing upon existing
copyrights. In further exploration, another student brings attention to the mishandling of data,
specifically stating, “Misusing training data (e.g., collecting and utilizing personal
information without permission) can lead to privacy violations and legal consequences.” The
acknowledgment of these privacy concerns emphasizes the necessity of obtaining explicit



consent for data use, necessary for compliance with legal frameworks and ethical
considerations. Turning the focus to potential misuse, students collectively emphasize the
threat of generative AI for creating fake identities or producing counterfeit documents, as
expressed by one student, “The use of AI-generated content for malicious purposes like
creating fake identities or producing counterfeit documents or artworks.”

To mitigate these concerns, the students advocate for proactive measures such as obtaining
consent for data use, meticulous training dataset selection, and strict adherence to legal
frameworks. A student reinforces these preventative measures by enumerating unlawful
examples, specifically stating, “The collection of user data, such as their conversation with
the AI tool for future training purposes without the consent of the user.” Additionally, the
student emphasizes the importance of refraining from using copyrighted material without
authorization to prevent potential legal repercussions.

Common blind spots

While the insights enrich the ethical discussion, the analysis reveals significant blind spots in
student reflections on generative AI. According to the academic partner with a background in
social science, there's limited exploration of how students excessively rely on AI for
providing factual information, despite being informed that it's not designed for that purpose.
Students generally lack awareness that the information they provide to AI systems could
potentially be exposed to the public. “They are not reminded about the real 'cost' of using this
'free service’” as warned by the academic partners. Furthermore, there is no discussion about
equity and the digital divide in the realm of generative AI technology, which is regarded as
another significant ethical issue that is escalating in the education system.

Regarding responsible AI, there is limited discussion on the role of common AI platforms
and policymakers in regulating and monitoring the use of generative AI. While individual
developers play an essential role, the absence of comprehensive systemic measures is
highlighted as a common oversight. Broader regulatory frameworks and monitoring
mechanisms are deemed necessary to address the societal impact of irresponsible AI use.
Additionally, there is a lack of discussion regarding service providers' role in safeguarding
users’ data and the unethical practice of selling such data for commercial purposes.

On the legal aspect, students have limited exploration of international legal implications and
variations in regulations concerning generative AI. The need for developers to comprehend
and navigate the global legal landscape is highlighted as essential for ensuring compliance
and responsible deployment of generative AI technologies on a global scale.

Addressing the blind spots in the continued development of the framework

To address the identified blind spots, the Inno Wing will collaborate with professional AI
practitioners in the industry and legal experts to enhance students' understanding in three key
areas. Firstly, hands-on modules will be incorporated into the framework, focusing on the
limitations of AI in providing factual information and emphasizing the risks of excessive



reliance on AI systems. Students will receive education regarding the phenomenon of LLM
hallucination and the potential public exposure of their information when interacting with AI.

Secondly, expert seminars will be organized to explore the role of common AI platforms,
policymakers, and regulatory frameworks. Students will gain insights into international legal
implications and variations in regulations related to generative AI. This enable students to
navigate the global legal landscape and ensure responsible deployment and compliance. The
interdisciplinary nature of the center will be leveraged to incorporate perspectives from
various faculties, including law and social science, in addition to engineering.

In addition to the mentioned measures, it is important to establish a solid formal review panel
with a standardized procedure to evaluate the ethical practices outlined in Table 1. This panel
should actively involve students, providing them with the opportunity to critically analyze
and challenge ethical practices not only in their own AI project but also in the projects of
their peers. Through peer review, students can learn from each other, share insights, and
collectively promote responsible AI development.

Conclusion

In this practice paper, we detail our pilot run of a three-stage progression framework aimed at
enhancing the practical skills of undergraduate engineering students in generative AI
technologies. The framework incorporates ethical awareness, responsible practices, and legal
considerations into its development. A working guideline for using Generative AI tools and
building applications is proposed and enforced in the Inno Wing in the 2023/24 academic
year. Initial analysis of students' learning within the pilot implementation of the framework
indicates a progression from proficient users to professional developers, developing strong
core technical competencies in generative AI. Student reflections not only demonstrate an
understanding of the strengths and limitations of the technology but also foster awareness of
ethical, responsible, and legal practices. These insights offer valuable guidance for refining
measures in guiding the pedagogical development in the realm of generative AI for both
students and the institute.

However, the analysis also reveals significant blind spots in student reflections on generative
AI. Notably, there is a lack of exploration regarding international legal implications and
variations in regulations, emphasizing the need for developers to understand global legal
landscapes for compliance and responsible deployment. Another key observation is the
limited discussion on the role of common AI platforms and policymakers in regulating and
monitoring generative AI, indicating a need for more comprehensive systemic measures
beyond individual developers. Additionally, there's a potential blind spot concerning the
psychological impact on users forming excessive emotional attachments to AI agents,
prompting a call for a more holistic examination of emotional and psychological dimensions
in the ethical considerations. These findings represent a work-in-progress, contributing to the
ongoing engineering pedagogical development in response to the emergent and dynamic
nature of generative AI technologies.
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