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From Manual Qualitative Thematic Coding to Generative AI Understanding:
Engineering Students Feedback Analysis

Abstract

In this study, we evaluate the use of generative AI (GAI) models for qualitative coding of
open-ended student responses, compared to traditional natural language processing (NLP)
methods. The main objective was to explore an in-house GAI method to develop themes from
students’ feedback responses. A systematic four-step process of text extraction, embedding,
clustering, and code generation was employed on responses from a large engineering course
regarding the transition to online learning during COVID-19. A locally deployed GAI model
(Dolphin-Mistral 2.6) was used for privacy-preserving text extraction, with the UAE-Angle
embedding model enabling the clustering of similar responses. GAI was then leveraged to
generate qualitative codes and themes from the clusters. Human evaluation (i.e., human in the
loop process) found the GAI-generated codes displayed high similarity to human-generated
codes, with minor terminology distinctions. Key themes emphasized the importance of instructor
feedback, communication strategies, engagement approaches, and resource accessibility for
effective online learning experiences. Treemap visualizations aided the interpretation of the
hierarchical code structure. While human input was still required for consolidating overlapping
sub-codes, the study demonstrates GAI's potential to semi-automate qualitative coding tasks
traditionally performed manually, while ensuring data privacy through local deployments. Future
work could explore more advanced GAI models to further streamline the clustering and code
generation workflow.



Introduction
With the rise of generative AI (GAI) tools such as GPT-4, Claude, Llama, and others,

interpreting textual data and generating coherent responses is now possible with powerful
capabilities. Traditionally, analyzing large qualitative datasets like student survey responses
requires extensive time. Natural language processing (NLP) can help decrease the time needed
and provide a solution to this obstacle. However, NLP cannot perform equally well on every
task; some tasks see better performance than others. Because each model is trained on different
datasets, choosing a model that best fits the data on hand is very important before starting the
work. Not only does knowing what data a model was trained on give insight into its strengths
and limitations for different tasks but also understanding the training data of a model provides
information about the contexts and patterns the model will recognize. This knowledge allows for
an assessment of which types of tasks the model will execute effectively versus those at which it
may struggle. Selecting an appropriate model and having knowledge of its training data helps
ensure optimal results. For example, NLP techniques like sentiment analysis on short responses
and word clustering perform relatively well [1]. But, when applied to large text formats, the
accuracy of NLP can drop.

Applying NLP to qualitative research requires understanding four key elements: the
analytical goals, the textual data available, model capabilities, and appropriate data cleaning for
good model performance. Multiple steps are needed including assessing what questions the
analysis aims to answer, determining the format and content of the texts at hand, selecting an
NLP model with fitting strengths, and cleaning data. Hence, the patterns match what the model
was trained on. Carefully considering each of these areas allows for successful application of
NLP to qualitative research tasks. Although NLP could do qualitative research tasks relatively
well (e.g., sentiment analysis and clustering themes), the challenge of working with more
complex textual data remains. Another challenge is generating coherent results to provide users.
Model outputs sometimes require human input to fine-tune. For example, a user may need to
manually name and organize text clusters in a way that makes sense for their purposes. Some
level of human involvement can be needed to ensure models deliver optimal outputs for end
applications and users’ needs are met.

On the other hand, GAI can automatically cluster text if used in ways to respect the
context window limits and identify themes while also providing suitable names and reasoning for
its outputs. Unlike some NLP models, GAI tools build in coherent naming and justification to
accompany analysis results. With this process, GAI provides transparent and integrated
reasoning that helps users interpret AI-generated text groupings and themes. It can produce
outputs (e.g., themes or clusters) coupled with clear explanations, GAI can provide
understandable qualitative analyses with less need for human input in comparison to NLP [2].
Nonetheless, it is remarkable to see the rapid technological advances happening now. With the



emergence of GAI, this study aims to compare the performance of GAI to more traditional NLP
methods in developing and creating themes. This study builds on our previous work [3] and will
provide a comparative analysis of the capabilities of GAI in qualitative coding versus NLP.

Literature Review

Natural Language Processing
The field of computational linguistics and NLP has a long history, with roots dating back

to the 1950s [4]. Early NLP systems were limited in their capabilities and largely relied on
rule-based approaches, but the development of machine learning algorithms in the 1980s and
1990s led to significant advances in the field [5]. Nowadays, NLP is a rapidly growing field that
has the potential to revolutionize the way we teach and learn [6]. By enabling computers to
understand and process human language, NLP can help educators identify patterns and trends in
student learning, facilitate more personalized and effective instruction, and provide students with
new ways to interact with educational materials [6], [7]. NLP has a wide range of applications,
including language translation, text summarization, and sentiment analysis Its value comes from
analyzing large amounts of text data [2]. For example, its applications have been used to analyze
social media posts to track public opinion and identify trends (e.g., O’Connor [8]). In the field of
education, it has been applied to the analysis of student essays to provide feedback, teamwork
review analysis, and students’ feedback loop [1], [3], [9]. Another application is in the generation
of natural language text (e.g., machine translation systems use NLP to translate text from one
language to another) [10].

In addition, it has been used to generate feedback on student writing [11] and to create
personalized study materials [12]. It also can facilitate more personalized and effective
instruction [13]. By analyzing large amounts of language data, NLP can help identify areas
where students may be struggling and provide customized support and feedback [13]. This can
help teachers tailor their instruction to the specific needs of each student, leading to more
effective and efficient learning [13]. It could aid professors in grading and delivering timely
feedback, allowing them to focus on other responsibilities and offer more extensive feedback to
students [14]. This can help students receive the support they need to succeed and can improve
the overall efficiency of the educational process [15]. Giving computers the ability to understand
and process human language in a way that is intuitive and natural, has the potential to
significantly increase the efficiency and effectiveness of education [15].

Along with the numerous potential applications of NLP, there are also challenges and
limitations to its use. One issue is the need for large amounts of high-quality annotated data for
training and evaluating its models [16]. Another one is data imbalance occurs when there are far
more examples of some classes than others in a dataset used to train AI models. This issue is
common in NLP tasks, including in the education domain. Manual annotation by experts can
provide labeled data to train models, but this process is slow [16]. Even with some labeled data,



model performance suffers from biased and uneven data distributions. Having significantly more
data for some text classes makes it hard for the model to learn concepts from minority classes
adequately. More balanced datasets and better sampling techniques are needed to improve model
training with imbalanced education data. [16]

Artificial Intelligence and Generative AI
Artificial intelligence (AI) refers to a complex array of interdisciplinary concepts and

techniques, including machine learning, natural language processing, robotics, and computer
vision, that collectively enable the development of intelligent machines and systems. In his work,
Grewal [17] conducted a critical conceptual analysis of the definitions of artificial intelligence,
ultimately recommending the following definition: "the mechanical simulation system of
collecting knowledge and information and processing intelligence of universe: (collating and
interpreting) and disseminating it to the eligible in the form of actionable intelligence." [17, p.
13]. While GAI evolved from AI, its technical definition differs from standard AI. There are
three fundamental categories to define GAI. Specifically, GAI is characterized as a technological
approach that (i) utilizes deep learning models to (ii) produce human-like content, such as
images and words, in response to (iii) multifaceted and diverse prompts, including languages,
instructions, and questions [18]. In other words, AI-generated content that is indistinguishable
from human content whether the human who produced the content is a novice or an expert [19].

Multiple applications of GAI have been used such as Katz et al. [20] combined text
embedding models and generative text models to analyze over 1,000 career interest essays from
undergraduate engineering students. They found that their model could self-evaluate the
accuracy of its cluster labeling, with 86-93% agreement with human raters. Their results show
NLP and LLM methods can automatically analyze unstructured text to gain insights into student
experiences [20]. Another application that applied GAI in clustering labels after coupling it with
NLP. The approach followed an NLP traditional method which was applied to make the
clustering process of students’ responses and then GAI model (GPT-3.5) labeled these clusters
[21]. This approach resulted in more concise cluster labeling in comparison to other traditional
NLP methods alone [21].

Additionally, as Large Language Models (LLMs) increase and rapidly develop, many
organizations and researchers compete to create more powerful and advanced GAI models.
These new models aim to outperform older versions [22]. GAI models come as applications or
tools like ChatGPT, GitHub Copilot, and Bard to name a few. One key example is the GPT
model, which has gone through versions 3, 3.5, and now 4, each with different capabilities [22].
When new GPT versions are released, they often gain new features, capabilities, and parameters
compared to previous versions [22]. Also, OpenAI and other research groups constantly work to
improve LLMs and other AI models. This could impact the accuracy of the information in this
paragraph over time. Hence, it’s important to stay updated on advances in natural language



processing and AI to understand the current strengths and weaknesses of GAI and related
models. This study investigates the potential application of a locally run GAI model for textual
analysis. Specifically, we examine open-ended engineering students’ responses to a general
feedback survey asking about experiences in the rapid transition to online learning prompted by
the COVID-19 pandemic [3]. The main objective is to develop themes from students’ feedback
responses. The overarching research question guiding this study is as follows:

RQ: How can a locally run generative AI (GAI) system be leveraged to effectively
develop qualitative themes from students' feedback?

Methodology
In this study, we employed a systematic four-step strategy to derive labels/topics from the

responses provided by students. The process involved Text Extraction, Text Embedding,
Clustering, and Code Generation. To begin with, we utilized a locally deployed Dolphin-Mistral
version 2.6 model from the Ollama platform for Text Extraction. This model allowed us to
extract information from each student’s response while ensuring data privacy and security by
executing the process on our own computer. Following the extraction phase, we proceeded to the
Text Embedding step. Here, we employed the UAE-Angle text embedding model [23] sourced
from the HuggingFace Transformers repository. This model enabled us to embed each extracted
idea, facilitating further analysis. After embedding the responses, we moved on to Clustering.
Through clustering analysis, we grouped together similar ideas, which enhanced the organization
and categorization of the extracted information. Finally, we engaged in Code Generation. By
utilizing the clusters established in the previous step, we prompted a generative model to create
codes representative of the grouped ideas. This process allowed us to generate straightforward
and meaningful representations of the extracted information, completing our systematic approach
to label/topic generation from students’ responses.

Figure 1. Study Process Overview



Data Collection
In the Spring of 2020, we gathered information through open-ended questions on a course

feedback survey for a large first-year engineering class at a public research university. The
survey was administered mid-semester after all classes had suddenly transitioned online due to
the pandemic. The survey went beyond typical course feedback to understand how students
managed the sharp change to remote learning. Participation in responding to individual questions
was voluntary. For our analysis, we focused on students’ narrative responses to 2 open-ended
prompts about their experiences as we did in our previous work [3]. As seen in Table 1, the
number of responses varied per question given the optional nature of responding.

Table 1. Questions from end-of-semester survey used in the analysis

Questions Number of Responses

1. What could your instructor have done differently in the online
transition to help you learn?

1,066

2. What did your instructor do during the transition to online
learning that helped you to stay engaged in the course?

1,197

Analysis and Results
In the analysis, following the processes of clustering and code generation, A human

evaluator was tasked with assessing the results to ensure alignment, conducting a terminology
comparative analysis between the terminology used by the AI and that used by humans to
determine similarity or dissimilarity of topics. It was observed that the codes exhibited a high
degree of similarity, with minor distinctions noted. For instance, in response to question 2,
“Assignments explanations” emerged as a recurrent theme in the human-generated codes, though
in a slightly varied form in the generated codes. The GAI method consistently reflected a
thematic focus on “Feedback” with several sub-topics identified under this umbrella, including
frequent and timely feedback. Upon reviewing the labels generated by the generative model,
frequent labels were assigned to a main topic. Subsequently, the process of developing these
main topics entailed utilizing GPT-3.5, with humans reviewing the main labels to ensure their
accuracy and alignment with the original labels. The main topics from questions 1 and 2 are
presented in Table 2.

Table 2. Main topics for Q1 and Q2
Q1 Main Topics (n=8) Q2 Main topics (n=9)

Online Learning Experience Instructor Support

Interactivity and Engagement Communication

Communication Engagement



Instructor Support Course Flexibility

Feedback Teaching Methods

Instructions and Resources Assignments

Flexibility Course Resources

Teaching Methods Course Structure

Student Support

Visualizing results from models can be achieved through the use of treemaps, which help
organize and display textual data efficiently [24]. Treemaps present hierarchical structures in a
visually intuitive manner, making them suitable for analyzing text-based information [24].
Through the use of treemaps, we can easily show the relationships and proportions between
different categories or themes present in the textual data. For our results, Figures 1 and 2 show
the main topics from the generated codes (e.g., topics).

Figure 2. Topics and Sub-topics For Question 1 (Main topic N=8)



For Figure 2. we looked into the generated codes from the model for question 1 which
included main topics, Instructor Support, Communication, Engagement, Course Flexibility,
Teaching Methods, Assignments, Course Resources, Course Structure, and Student support.
These topics reflect students’ responses regarding the elements that the instructor could have
implemented differently during the transition to online learning to assist them in their learning
process. Moreover, the squares' sizes and spacing are based on the number of sub-topics within
each main topic - the more sub-topics, the larger the square.

Figure 3. Topics and Sub-topics For Question 2 (Main topic N=9)

For Figure 3, students’ topics for Question 2 about the online learning experience are
visualized through sectors like interactivity and engagement, communication, instructor support,
feedback, instructions and resources, flexibility, and teaching methods. These segments allow for
a quick assessment of learner engagement, communication effectiveness, support availability,
feedback quality, resource accessibility, flexibility options, and teaching methodologies.
Representing these elements shows students recommendations to improve the online learning
experience, Tree maps are an effective method for visualizing grouped topics. Categorization



aids in displaying various sub-topics, highlighting differences in the number of sub-topics within
each category. Furthermore, an additional step aimed at reducing the number of subtopics, as
they sometimes overlap with each other. For instance, in question 1, the main topic is
"Communication" with the following subtopics: Online Interaction, Clear Communication,
Consistent Communication, Encouragement of Open Expression, Effective Communication,
Maintaining Effective Communication, Regular Communication, Prompt Response, Clear
Instructions, Email Communication, Quick Email Communication, and Timely Communication.
These can be consolidated under communication strategies. Please view the appendix for the rest
of the merged sub-topics To understand how the GAI main topics relate to the human-generated
qualitative themes, we can look at Figure 4. The GAI main topics essentially serve as
overarching categories that encompass multiple related sub-topics (Figures 3 and 2). These main
topics can then be mapped to the corresponding human qualitative themes. For example, the
"Online Learning Experience" main topic generated by the GAI incorporates sub-topics such as
online learning difficulties and online learning challenges, which align with the human themes
around creating virtual classes and lecture recordings to cope with the challenges and difficulties
of transitioning online. For more details on the qualitative developed human topics please see our
previous work [3].

Figure 4. Q1 GAI-generated topics mapped to human-generated topics (themes)



The GAI and the manual qualitative coding approach identified several main topics
related to the online learning experience during the pandemic, suggesting alignment in capturing
core student concerns. Both highlighted topics around interactivity/engagement, communication,
instructor support, feedback, instructions/resources, flexibility, and teaching methods. For
example, the "Interactivity and Engagement" topic from the GAI aligned with human codes
around class participation, teamwork, and project assignments - all factors impacting how
engaged students felt. The "Feedback" topic also directly matched between GAI and humans,
underscoring its importance. Some human topics mapped clearly onto the more broadly defined
GAI topics, such as "Professor communication" rolling into the general "Communication"
category. The other topic"New Project Instructions and Resources" human topic fits within the
broader "Instructions and Resources" GAI topic. In other cases, the GAI topical categorization
differed slightly in framing from the human versions while still capturing related ideas or the
underlying meaning of the topic. For instance, the GAI's "Flexibility" topic appears to
encompass human topics around reducing workload, consistent meeting times, and general
flexibility accommodations. While the terminology and categorization structure differed
somewhat, there was strong overlap and agreement in the core topics and concerns raised by
students in their feedback on the online learning transition. Question two followed the same
process please see Figure 5 and the Appendix for themes and sub-topics.

Figure 5. Q2 GAI-generated topics mapped to human-generated topics (themes)



Discussion
The systematic approach employed in this study aimed to derive meaningful insights

from students’ responses to open-ended prompts regarding their experiences with online learning
during the COVID-19 pandemic [3]. To answer the research question, utilizing a combination of
text extraction, embedding, clustering, and code generation techniques, we were able to filter a
large amount of qualitative data into manageable themes and topics. The use of a locally
deployed Dolphin-Mistral version 2.6 model from the Ollama platform for text extraction
provided a secure and privacy-conscious means of processing sensitive student data. This
approach ensured compliance with data protection regulations while allowing for comprehensive
analysis. Additionally, employing the UAE-Angle text embedding model facilitated the
transformation of extracted ideas into a format conducive to clustering and further analysis [23].
The evaluation of the generated codes against human-generated counterparts [3] revealed a high
degree of similarity, indicating the effectiveness of the automated clustering and code generation
processes. While minor distinctions were noted, particularly in the formulation of themes, the
overall thematic focus remained consistent. For instance, the prominence of “Feedback” as a
recurrent theme underscored the significance of timely and constructive feedback in facilitating
student engagement and learning during the transition to online instruction. The use of treemaps
to visualize the main topics and sub-topics derived from students’ responses provided an
all-around overview of the key themes emerging from the data. Also, treemaps for textual data
can be used to organize and hierarchically display textual data. They facilitate the identification
of relationships and proportions between different categories or themes. This visual
representation enhanced the interpretability of the results, allowing for an understanding of
students’ comments on the online learning experience.

Furthermore, to fully answer our research question, the specific differences noted
between the GAI-generated codes and the human-generated codes highlight some of the potential
strengths and limitations of using generative AI for qualitative coding tasks. While the overall
thematic focuses were highly aligned, the GAI system at times used slightly different
terminology or framed themes in a more concise manner compared to the human analyst or
researcher. These differences have implications for the qualitative analysis process. On the other
hand, the GAI's ability to quickly identify and summarize core themes from large amounts of text
data demonstrates its potential for significantly accelerating and scaling up the coding process.
The models can extract high-level insights that may be difficult for human analysts to see when
dealing with thousands of individual responses. However, the terminology distinctions
emphasize the importance of incorporating human oversight and validation into the analysis
process. The GAI outputs are viewed as an initial pass to rapidly acquire potential themes, but to
properly refine how the themes are framed, and named, and how to hierarchically organize the
themes to best fit the research context and goals. In this process feedback and revision from an
expert is still required. With this human-in-the-loop step, there is a chance that important
nuances could be recovered or themes could be over-generalized [19]. To leverage GAI most



effectively for robust qualitative analysis, a best practice would be to incorporate the model's
outputs into an iterative coding process that combines the AI's speed and ability to synthesize
large datasets with human validation, context-specific refinement of the qualitative coding
scheme, and sense-making of the results. The GAI codes can serve as a rich starting point for
analysis, but human analysts should thoroughly review, reorganize, and clarify the coding
outputs to ensure precise alignment with the research aims. Additionally, documentation and
communication of the specific AI model employed, its training data, known strengths/limitations,
and the human refinement process used are critical to ensure methodological transparency and
replicability of the qualitative coding approach. We would like to point out that leveraging an
in-house, locally deployed generative AI model like Dolphin-Mistral version 2.6 enabled us to
gain granular insights into students' feedback on their online learning experiences during the
pandemic. This approach avoided potential costs associated with external GAI services, while
also ensuring data privacy and addressing concerns around exposing sensitive student
information to third-party platforms or cloud-based AI systems which is a major concern in the
community. The ability to conduct such nuanced qualitative analysis in a secure, self-hosted
environment, without compromising the depth of insight, shows the promising potential of
localized AI models for institutions dealing with sensitive data.

Conclusion
We conclude that the GAI model effectively summarized and organized the key themes in

a similar manner to manual human coding. The four-step strategy used in this study proved
effective in extracting, organizing, and synthesizing qualitative data from students’ responses to
open-ended prompts regarding their experiences with online learning. It leveraged both
automated and human-driven processes, we were able to gain valuable insights into the
challenges and opportunities associated with remote instruction during unprecedented times. The
findings of this study are consistent with our prior research efforts. However, the primary
objective of this study is to evaluate the efficacy of GAI in generating themes as compared to a
natural language processing approach. In this context, Ollama’s Dolphin-Mistral version 2.6
demonstrated proficiency in categorizing the codes while ensuring the privacy and security of
student information, without exposure to cloud-based AI or third-party online platforms.

Limation and Future Work
One of the notable challenges encountered in the analysis process was the presence of

overlapping sub-topics within the main themes. While the use of GAI facilitated the merging of
related sub-topics, human supervision was necessary to ensure the accuracy and coherence of the
merged categories. Moving forward, we will be exploring effective methods for quantifying
qualitative codes associated with the identified themes in this study. Future research could
explore alternative approaches (e.g., GPT-4) to streamline the clustering and code generation
processes, potentially leveraging advanced natural language processing techniques to automate
the identification and consolidation of overlapping themes.
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Appendix

Table 3. Q1 Main topics and Mereged Sub-topics
Main Label Merged Sub-Topics

Online Learning Experience

Bettering Online Learning Experience

Positive Online Learning Transition

Challenges with Online Learning

Pandemic-Related Challenges in Online Learning

Time management and issues

Interactivity and Engagement
Active/Interactive Learning

Addressing Lack of Engagement

Communication

Clear/Improved Communication

Enhancing Online Interaction and Communication

Addressing Communication and Interaction Gaps

Instructor Support
Instructor Accessibility and Support

Instructor Improvements in Online Learning

Feedback

Frequent and Timely Feedback

Insufficient Quality Feedback

Low Feedback Quality

Instructions and Resources
Clear/Explicit Instructions

Improving Course Resources

Flexibility Flexible Course Structure

Teaching Methods
Hands-On Learning and Synchronous Opportunities

Instructional Tools and Aids

Table 4. Q2 Main topics and Mereged Sub-topics
Main Topic Merged Sub-Topics

Instructor Support
Instructor Support and Engagement:

Adpative Supportive Teaching Methods



Communication

Communication Strategies

Consistency and Updates

Media Integration and Feedback

Engagement

Engagement Techniques

Interactive Activities

Active Learning

Improve Content Engagement

Skill Application

Virtual Engagement

Peer Review Engagement

Course Flexibility

Flexible Deadlines

Flexible Scheduling

Teaching Method Flexibility

Teaching Methods (Online)

Teaching Methods

Better Video Usage

Technology Training

Visual Aids

Assignments

Assignment Types

Group Work

Assignment Difficulty

Course Resources

Online Resources

Accessible Resources

Digital Resources

Course Structure

Weekly Structure

Consistent Pacing and Schedule

Communication and Updates

Student Support

General Support

Mental Health and Emotional Support

Resource and Notification Support


