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Stumbling Our Way Through Finding a Better Prompt: Using GPT-4 to 

Analyze Engineering Faculty Members’ Mental Models of Assessment

 

Abstract 

 

In this full research paper, we discuss the benefits and challenges of using GPT-4 to perform 

qualitative analysis to identify faculty’s mental models of assessment. Assessments play an 

important role in engineering education. They are used to evaluate student learning, measure 

progress, and identify areas for improvement. However, how faculty members approach 

assessments can vary based on several factors, including their own mental models of assessment. 

To understand the variation in these mental models, we conducted interviews with faculty 

members in various engineering disciplines at universities across the United States. Data was 

collected from 28 participants from 18 different universities. The interviews consisted of 

questions designed to elicit information related to the pieces of mental models (state, form, 

function, and purpose) of assessments of students in their classrooms. For this paper, we 

analyzed interviews to identify the entities and entity relationships in participant statements using 

natural language processing and GPT-4 as our language model. We then created a graphical 

representation to characterize and compare individuals’ mental models of assessment using 

GraphViz. 

 

We asked the model to extract entities and their relationships from interview excerpts, using 

GPT-4 and instructional prompts. We then compared the results of GPT-4 from a small portion 

of our data to entities and relationships that were extracted manually by one of our researchers. 

We found that both methods identified overlapping entity relationships but also discovered 

entities and relationships not identified by the other model. The GPT-4 model tended to identify 

more basic relationships, while manual analysis identified more nuanced relationships. 

 

Our results do not currently support using GPT-4 to automatically generate graphical 

representations of faculty’s mental models of assessments. However, using a human-in-the-loop 

process could help offset GPT-4’s limitations. In this paper, we will discuss plans for our future 

work to improve upon GPT-4’s current performance. 

 

Introduction 

 

Assessments are found in every engineering classroom and are an important part of our education 

system [1]-[3]. Assessments play many different roles, including understanding student 

improvements in learning [4], acting as a tool to assist students with learning [5], [6], and for 

accountability purposes [7]-[9]. Because assessments play key roles in engineering education, it is 

important that we understand how faculty use assessments in their classrooms, including how they 

are developed and implemented. It is also important to understand how and why these decisions 

are being made. However, assessment research is currently lacking compared to other pedagogical 

research in the field of engineering education, and addressing this research gap can help improve 

engineering education in both economic and social ways [10]-[13]. 

 

Addressing the assessment research gap from the faculty perspective serves two purposes. The 

first is that more often than not, faculty have autonomy to create the assessments for their 



classrooms [14], so naturally, they will have valuable experience. The second is because research 

has shown that leveraging faculty perspective plays a pivotal role in creating change. For 

example, studies have shown that research on teachers’ beliefs influence practice in the 

classroom, including assessment related decisions [15]-[20]. 

 

In this paper, the guiding conceptual framework is mental models. Mental models are the internal 

representations people have that help them describe, explain, and predict various aspects of a 

system, including its state, form, function, and purpose [21] [22]. Having these mental models 

allows individuals to plan out future actions and make decisions [23] [24]. For example, in 

engineering education, a study showed the usefulness in using a mental model approach to 

analyze teacher’s varying mental models of the engineering design process [25]. This approach 

helped researchers identify differences in mental models and recommend different curricular 

approaches based on these differences. Our own work showed that faculty have varying mental 

models of assessments’ purpose [26]. Purpose deals with why a system exists, and the study 

found seven major reasons that faculty stated as the reason they use assessment. These included 

assessing student learning with respect to learning outcomes, benchmarking, assessing student 

learning, assessing for student ability and competence, a formal evaluation or evaluation of 

quality, external or program evaluation, and decision making. 

 

Graphically representing mental models is one way in which we can analyze and inspect these 

varying mental models of assessment. These kinds of graphical representations can be in the form 

of influence diagrams, which are diagrams that illustrate causal connections between variables 

and have been used in studies of hazardous material exposure [27] to climate change dynamics 

[28] to more general representations of agents’ beliefs and decision-making processes [29]. 

 

Our approach of using a graphical representation to characterize and compare mental models can 

also be applied in other areas of engineering education research. We believe this work will 

interest the assessment community and researchers interested in using the mental model approach 

in other areas of the field. This work highlights the importance of understanding faculty members’ 

mental models when it comes to assessments in engineering education. 

 

Methods 

 

To explore the utility of generative text models to analyze mental models from interview 

transcripts, which were collected using an Institutional Review Board (IRB) approved protocol, 

we adopted a novel approach using the recently released GPT-4 instruction-tuned large language 

model from OpenAI. Published research suggests these instruction-tuned large language models 

fine-tuned through reinforcement learning from human feedback have shown emergent properties 

[30]. We wanted to explore their ability to assist in mental model generation. We operationalized 

this task as an ability to extract information needed to construct a knowledge graph. In this 

framing, the task for GPT-4 was to identify entities and relationships between those entities as 

expressed by the participant in the interview transcript. To accomplish this, we used the following 

prompt: 

 

“You are working on your next research project, which involves identifying faculty 

member mental models of assessment. You have interviewed faculty members and are 



now constructing entity-relationship diagrams using GraphViz based on the transcripts. 

Please analyze the following interview transcript excerpt given in the <text> tag and 

identify the entities and relationships between those entities. Return the information in 

JSON format with ‘entities’ and ‘relationships’ as the two keys in the JSON object. The 

relationships should be in the form (source, target, relationship_label). For example, if the 

excerpt mentions teachers, students, and assessments, and students take assessments, the 

output should look like: {“entities”: [“teacher”, “student”, “assessment”], "relationships": 

[(“students”, “assessment”, “take”)]}. Try to capture as many entities and relationships 

between those entities as possible. This should include more than just relationships that 

involve the speaker from the transcript.” 

 

We then used the OpenAI API to iterate through rounds of sending short de-identified interview 

excerpts to the language model preceded by the instructions prompt. We received responses back 

from GPT-4 and compiled those together to create the lists of entities and relationship tuples. The 

list of entities and relationships was then represented graphically using the GraphViz library in 

Python. In that framework, entities were represented as nodes and relationships were directed 

edges between those nodes in the graph.  

 

To analyze the accuracy of the GPT-4 model, one of our researchers was asked to perform the 

same task manually on a subset of the data. Using six excerpts from three different participants, 

entities and their relationships were manually extracted. These results were then compared to 

those generated by the GPT-4 model. 

 

Results 

 

The resulting graphs of the GPT-4 model are shown in Figure 1 and Figure 2. These graphs were 

created by using six excerpts from each participant, and so they only represent part of their mental 

model. We chose these two graphs because they represent participants with very different mental 

models. One noticeable difference is that Participant 2 has parts of their mental model 

disconnected from other parts. Compared to participant 12 whose mental model is fully 

connected. We also see different entities in each participants’ mental model. However, little can 

be said about these claims, as it only represents a small portion of the mental model, and the 

missing entities from each may appear in other parts of the interview that were not included in this 

analysis. 

 

It should be noted that these mental models are both mainly unidirectional. That is, most of the 

relationships tend to move in one direction, and there are few relationships that move back to 

previously identified entities. More analysis should be done to investigate the reason for this, as it 

could imply a few entities having more impact on assessment-related decisions. 

 

The accuracy of the model varied with participants. Between 22% and 40% of the entities 

identified by GPT-4 were also identified manually. Of the entities identified manually, between 

18% and 35% were identified by GPT-4. So, both the GPT-4 model and our researcher identified 

various entities and their relationships that the other did not. 

 

 



 

Fig. 1. Participant 2 Graphical Representation of Assessment Mental Model from Six Excerpts 

 

 



  

Fig. 2. Participant 12 Graphical Representation of Assessment Mental Model from Six Excerpts 

 
 

 

 

 

 

 



 

Our analysis showed a difference in the types of relationships each method identified. The GPT-4 

model tended to capture basic relationships. For example, when a participant was discussing a 

civil engineering design course, the GPT-4 model picked up the entity relationship of (civil 

engineering, design course, has). While this relationship is not incorrect, it was not identified 

manually, as the participant did not explicitly state that the major of civil engineering had a design 

class requirement. Instead, the participant was discussing what happens in a civil engineering 

design course, which is teaching road design in a step-by-step process. So, our manual method 

identified the entity relationship of (how to design a road, step by step, is taught). This entity 

relationship is also not incorrect but is more nuanced than the one the GPT-4 model identified.  

 

Discussion of exams provides another example. The GPT-4 model identified the relationship 

(students, exams, take) that was not identified manually. Again, a correct relationship, and one the 

model had to infer as it was not explicitly stated. Conversely, the model then failed to identify the 

relationship (exams, formative, are) that was identified manually. 

 

This difference in what was identified was a common occurrence when comparing the GPT-4 

model results and the results from the manual process. While neither necessarily identified 

incorrect relationships, the GPT-4 model identified more basic, yet not explicitly stated, 

relationships. Common instances of these have the relationship label of ‘is’, ‘has’ or ‘have’, 

‘contains’, or ‘take’. Compared to the manual results that identified relationships that were only 

explicitly stated but were more nuanced and complicated. 

 

Another finding is that the GPT-4 model was able to more easily identify correct entities but may 

not have identified a meaningful relationship between them. An example of this can be seen with 

the identified relationship (Geometric design course, students, learn). The entities of ‘Geometric 

design course’ and ‘students’ were both entities identified manually, but the relationship between 

those two entities identified by GPT-4 has little meaning, as saying ‘Geographic design course 

learn students’ does not make sense. Manually, the relationship was identified as ‘teaches’, but 

also identified more explicitly what it taught to students. 

 

Our results also show that GPT-4 picks up entities and their relationships for non-assessment 

related ideas, as well as assessment related things. While this is not necessarily a bad thing, it 

means that graphically creating a participant’s mental model using our current method cannot be 

fully automated. There should be a human in the loop to identify which entities and their 

relationships are assessment related and which are not. This is also supported by the fact that 

GPT-4’s accuracy is not high enough to solely rely on its findings. Instead, combining GPT-4 

results with manual results would make for a more complete and accurate representation of a 

participant’s mental model. 

 

Discussion 

 

Our results presented here do not currently support the idea of using GPT-4 in this way to 

accurately capture faculty’s mental models of assessment, although this could be for several 

reasons. It cannot yet capture everything it needs to to accurately build participants’ mental 

models, at least not in a fully automatic way. This might be because of the prompting, or it could 



be an indication of fundamental GPT-4 model limitations. Some of the responses from GPT-4, 

such as the example mentioned earlier of (Geometric design course, students, learn), do not make 

grammatical sense. While these language models are very sophisticated, they cannot yet fully 

read or write without error. 

 

While GPT-4’s accuracy does not currently support fully automating generating a graphical 

representation of participants’ mental models of assessment using our method, there are a few 

things that can be done to improve results. First, you could combine the results of the GPT-4 

model and the manual results. This would create a mental model that has nuanced and implied 

relationships. Second, one could look to better prompt GPT-4. In future work, we plan to add to 

our prompt more information about what we are looking for and modifying other elements of the 

prompt through prompt engineering. One option is to provide the model with examples instead of 

just giving the model instructions (i.e., few-shot prompting). We also plan to utilize newer, open-

source models. Using such models helps address important data security questions. 

 

On a positive note, using GPT-4 had two major benefits over manually extracting entities and 

their relationships. First, GPT-4 was much quicker than our manual analysis. Second, our current 

method extracted and formatted data in a way to make it easy to compare mental models across 

participants. In the future, we plan to use graph analysis techniques to analyze similarities and 

differences in the graphical representation of participants’ mental models. 

 

Limitations 

 

There are at least three major limitations with our current method. First, the way we analyzed the 

interviews to be able to graphically represent participants’ mental models does not catch every 

aspect discussed in the interview in two closely related ways. The first is with descriptions. 

Sometimes, participants discussed entities and their relationships, and then described these 

relationships using other entities. For example, one participant noted that they will sometimes 

review commonly missed exam questions by posting the solutions online. Here, you can 

manually extract the relationship (professor, commonly missed exam questions, reviews). 

However, this leaves out how the professor structures these reviews. We could add this 

information in the relationship to change it to (professor, commonly missed exam questions, 

reviews by posting solutions online), but this starts to hold too much information in one tuple 

and becomes a bit confusing. Additionally, it can be argued that online exam solutions are an 

entity in and of itself. So, if we simply add the detail into the relationship, we lose capturing that 

entity information.  

 

Similarly, our current method does not handle more complex entities. Our approach defines an 

entity as a noun. However, in some interviews, we found that entities were ideas, or were 

represented as another entity relationship tuple. For example, one participant noted that they 

taught differently based on whether their students understood the material. From this, we can 

extract the two relationships of (students, material, do understand) and (students, material, do not 

understand). However, to incorporate how their teaching method interacts with these ideas, an 

entity would have to be the entire ‘students do understand the material’ or ‘students do not 

understand the material’ entity relationship tuple. However, our current approach does not allow 



for an entity to be an entity relationship tuple. In future work, we plan to address this issue by 

prompting GPT-4 in a way that would allow this sort of entity and relationship interaction. 

 

The final limitation of our approach is that this method only captures participants’ mental models 

of assessment at a single point in time, based on specific prompted questions. It is possible for 

their mental models to evolve over time, or for our interview questions to have not captured all 

aspects of their mental model. 

 

Implications 

 

Graphically representing mental models allows us to visually inspect and compare across 

participants. It makes it easy to analyze similarities and differences in faculty’s mental models, 

which can help us understand how various mental models lead faculty to make certain decisions. 

In this study, we used GPT-4 to help extract information to generate those representations. We 

found that the model showed promising results yet did not match human performance on the 

extraction task. Although not ready yet, language models such as GPT-4 may soon help 

researchers analyze large amounts of any type of qualitative data, something that normally would 

take a large amount of time and resources. These models work especially well when looking at 

data through a specific lens, as they can be prompted to focus on certain aspects.  

 

Notably, researchers are not the only ones who might benefit from these tools. Professors can also 

benefit from these methods while teaching. It can be difficult for faculty to receive feedback from 

students and make changes during the semester. In large classes, even just a few sentences from 

each student becomes time consuming to sift through and identify common trends on where 

improvements can be made. But using NLP methods can help save time and be used to identify 

these common themes for the professor. We plan to pursue future work along these paths toward 

identifying ways generative text models can assist teaching and research in engineering education. 
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