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BOLT: A SwarmAI Testbed for workforce development and collaborative, 
interdisciplinary research  

Abstract  

Educating the next generation of AI researchers requires methods which teach the software tools, 

theoretical concepts, and domain knowledge specific to the field. To help develop these key 
skills, we focus particularly on the area of Swarm AI, which, in general, covers the autonomous 
operation of a large number of agents in a single environment. Applications of this field are 
numerous, including autonomous navigation, defense, robotics, logistics, and search/rescue. 

Despite the potential for impact in key problem domains and interdisciplinary nature, Swarm AI 
platforms are not generally used to develop competency in AI education. While some courses 
and tracks target AI in general, there are few tools to help engage learners in the specific area of 
Swarm AI. This is partly due to needing strong skills in the intersection of reinforcement 

learning, software development, and robotics, as well as a framework computing capability on 
which to test and evaluate. We propose Battle Optimized Laser Tag (BOLT), a Unity-built 
simulator that enables learners to develop Swarm AI algorithms in the context of a laser tag 
game between small mobile robots. The simulator is built to be familiar to a video game 

environment to maximize engagement, while the included documentation for the environment is 
designed as a gentle introduction into the topic of controlling swarms. Easily modified 
configurations enable educators to specify tasks and develop curricula to further challenge 
learners. Furthermore, the simulator is OS-agnostic, simple to install and uses Python to interface 

with the agents. This allows learners to implement their solutions on their own computers in a 
programming language common to other AI courses. Finally, extensions of the platform, 
leveraging the Python interface, can be deployed to physical robots or be used as a testbed for 
other AI domains beyond robotics including Human-Machine Teaming and Cybersecurity. 

Introduction  

Developing a diverse Artificial Intelligence workforce is a critical national need1. This is 
recognized by government funding agencies2, and there is a focus on increasing participation of 
under-represented groups3 and addressing the gender gap4.  A particular interdisciplinary space 

involving multiple engineering disciplines, mathematics, and computer science is Swarm AI- 
machine learning techniques to control groups of robots (called swarms) to accomplish a task. 
This involves skills such as mechatronics, mechanical engineering, sensors and signal 
processing, wireless communications, computer networking, machine learning, control theory, 

path planning and optimization, and more. Moreover, Swarm AI is an active area of research, 
including development of reinforcement learning techniques for control5 and overcoming 
performance loss during the transfer from simulated to real environments6. Swarm AI has varied 
applications, from autonomous vehicles, drones7, logistics8, entertainment, national security, 

disaster response, to many more critical areas. Swarm AI is an ideal area for learners to develop 
critical skills in emerging AI technologies and real-world application spaces, but has often 
remained inaccessible to new learners.  

Several projects have developed swarm testbeds, including for educational contexts. Examples 
include the Robotarium9 for remote swarm algorithm development, as well as platforms for 



 

 

industrial swarm robotics10 and human robot teaming11. Due to their distributed, wireless nature, 
swarms have also been used as an internet of things testbed12. Several low-cost ground robotics 
swarms have also been proposed, which allow for scalable testing13-14. Of these platforms, 

several examples, such as the Pheeno, Spiderino, and Pi-swarm, have been used in educational 
contexts to teach swarm robotics, often in a K-12 context15-18. 

However, education tools and programs around AI and Swarm AI do not generally have a 
standard curriculum, as many different traditional fields are needed to come together to learn 
about and develop AI at the level of professional practitioners. In Swarm AI in particular, aspects 
of robotics, engineering, and computer science are often seen as the barriers of entry for the field. 

In this paper, BOLT (Battle Optimized Laser Tag) is proposed as a platform to accelerate Swarm 
AI education by removing some of the barriers in entering the field. Compared to previous 
platforms, this platform adds several unique features: a Swarm AI curriculum, simulation and 
real-world environment, and tasks relevant to reinforcement learning algorithm development. 

Users of the platform are able to interact with swarm agents in a Unity simulation in the context 
of a laser tag game through an intuitive Python API. The users, often students but even 
researchers, do not need to know the underlying lower level controls and communications 
systems in order to command and control the agents in the swarm. This platform offers a 

pathway for learners to rapidly build the interdisciplinary skills which will be required for an AI-
enabled workforce.  

Methods  

BOLT is a system for swarm robotics controller development. This allows the development of 

skills such as AI development, networking and robot operating system development, and real-
time systems development. In the environment, robots (currently Turtlebots 
https://www.turtlebot.com/) are divided into two teams and assigned a task in the form of a laser 
tag scenario. Custom laser hardware and receivers, compatible with the Turtlebot development 

boards, have been developed to implement this physically. Learners develop scripts to implement 
different kinds of swarm controllers, which could range from simple path planning scripts and 
logical rules to complex reinforcement learning algorithms. The BOLT platform consists of two 
major components: a Python-based API and a Unity-based standalone application. 

https://www.turtlebot.com/


 

 

  

 

Figure 1. BOLT System Architecture. Users develop python code in the Swarming Script, which 
is abstracted from the rest of the testbed.   

Software Architecture:  

A focus of this effort was to minimize setup time for the user (student or expert) in order to allow 

maximum time to test and evaluate swarming algorithms. Students are often time limited when 
engaging with similar platforms (for example in a summer program or in a course), so it is 
necessary to create a system where the majority of student time is focused on development of 
swarm techniques, robotic controllers, and AI algorithms. This involved abstracting both the 

simulation environment and lower lever control of the agents through a standalone application 
and intuitive Python-based API.   

One common barrier to entry for AI students is the installation of the various libraries, SDKs and 
development platforms, especially if learners are not experienced in software development. 
While the mastery of software environments is certainly a necessary skill for every AI developer, 
the frustration when facing issues getting a package working due to environment setup may 

cause disengagement early on, affecting the educational trajectory of the learner. In addition, 
tutorials are usually simple scripts using text-based output, which, while showing basic 
functionality, rarely demonstrate the benefits of the package, and may make the student question 
the necessity of coding. Therefore, we designed our simulator to be as simple to install as 

possible so that students may see their first algorithms take shape immediately and with impact 
on the robotic system. 



 

 

Other robot simulators such as Gazebo19 typically rely on Linux or require a complicated install 
process using an emulator or virtual machine, or reach limitations when running more advanced 
simulations including multiple agents. We designed the BOLT simulator to be a Unity app 

(https://unity.com/) that is OS agnostic; that is, it is built to run natively on Linux distributions, 
Mac OSX, and Windows. This enables students to run the simulator on any computer, regardless 
of OS, and reduces overall time spent debugging the environmental setup.   

While it can be exposed to the learner, the configuration of the simulation is meant to be set by 
the curriculum developers. Our configuration system allows the developer to customize the 
teams (such as their names, colors, and number of agents), and other parameters about the 

environment such as adding obstacles. These configurations are meant to be easily written in the 
human-readable markup language YAML, but could also be auto-generated. 

Use Cases 

 

Fig 2. The BOLT Unity simulation environment. From the perspective of the student developer, 
this simulation framework is identical to the physical environment.  

Once students have installed the simulator, they can immediately begin the process of developing 
algorithms to control their agents and teams. To do so, we created an abstracted Python API that 
allows different kinds of high level agent actions, such as “go_to_position” and 
“set_body_velocity”, while managing the lower level, robot-specific commands separately, such 

as sending individual wheel or joint commands. This enables the development of curricula that 
begin with simple tasks such as “command an agent to go to a location and shoot at a target” and 
progress to more complex tasks such as “design an algorithm deployed on the entire team to 
maximize points” within limited timeframes. Having different control options also allows for 

testing and evaluation of a wider variety of swarming algorithms and strategies on the same 
platform.  

https://unity.com/


 

 

 

Fig 3. Example code block for control of swarm agent. Changing the import library enables rapid 
transition between simulated and real systems.  

 

Fig 4. Example task design, defining two teams and parameters for a laser tag game. 

We designed the API to keep both students and seasoned AI experts in mind, such that the 
platform can be used for not only student development, but the testing and evaluation of cutting 
edge swarm AI, for example using multi-agent reinforcement learning techniques. 

In order to better engage students, we gamify our simulation in a laser-tag scenario, in which 
agents compete solo or in teams by firing lasers at each other. Not only does this make our 

simulator more “fun”, but it also presents a relevant challenge to the national security 
community20. Our game has customizable set of rules to allow for varied and increasing 
challenges:  

1. What action to do when getting hit by a laser.  

2. How the points are calculated based on who is firing and who is hit  

3. Game end conditions  

The rule system is tightly integrated with our configuration system, which is a YAML file that is 
loaded at the beginning of the game. For each rule, we pre-define strings for several variations. 

For example, for an “on_hit_action”, we define the self-explanatory strings “return_home”, 
“freeze_for_time”, and “stop_until_game_end”. Each of these strings are tied to Python 
functions that fulfill the action using the API. Therefore, it is also possible to define more rules 
by extending our Python API.  



 

 

 

Fig 3. Physical Turtlebots for swarm testing, with mounted laser tag receivers.  

To increase accessibility for new learners, the API was developed with good documentation 
practices. We created our documentation with an educational focus, keeping it simple and 
providing sample code, while also being detailed enough that experienced researchers can 

leverage it as a fully functional and customizable robotics testbed.  

Discussion  

Although it is not the main focus of the presented architecture, we also designed the software to 
be able to be easily deployed on real robots. To do this, we have integrated the API with ROS 

(Robot Operating System), a set of tools commonly used to enable robot software applications. 
By using the same message format as typical ROS messages, users will be able to use the same 
scripts and commands in either simulation or physical platforms. While many swarm robotics 
platforms have been developed, this unique and abstracted game environment allows for rapid 

and intuitive acquisition of skills related to swarm controllers and machine learning.  

We hope to expand the simulator and accompanying API in a number of ways, including adding 

more robot models, developing more complex actions and scenarios, and creating additional 
environments. This would allow student and other researchers to explore additional aspects of 
swarming robotics such as swarm-human teaming, resilience of distributed systems, and 
emergent behaviors.  
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