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Development of a Raspberry PI-Controlled VEX Robot for a
Robotics Technology Course

Abstract

This paper describes the development of a Raspberry PI-controlled VEX robot for an un-
dergraduate robotic course. The Raspberry PI controls the mobile base built using the VEX
robotics kit without using the Cortex microcontroller that comes with the kit. The aim is to cre-
ate a physical robot that is manageable, easily replicable, and capable of performing advanced
robotic control tasks such as vision-based control.

The constructed robot adopts the great features of the PI and the VEX hardware. Firstly,
the VEX hardware consists of various sensors and actuators for students to practice the con-
struction and assembly of an autonomous robot. Secondly, the Raspberry PI provides a Linux
environment for programming and implementing advanced algorithms. As a result, the robot
can assist effective teaching of many STEM subjects involving robotics, image processing, and
artificial intelligence. It can also facilitate undergraduate research outside of the classroom.

The paper describes the development of the PI-controlled VEX robot, providing details of
its construction, electronics wiring, low-level motion control, onboard image processing, and
closed-loop vision-based control.

Introduction

The VEX robotic kits have been adopted widely in undergraduate robotics curricula. The kit
contains various mechanical components, sensors, actuators, and a microcontroller (Cortex). The
kit provides instructions to build a mobile robot with a simple arm on top. Using this kit, students
can go through the process of construction, electronics assembly, and programming. The VEX
robot has been used to implement waypoint navigation, map building, and path planning [1].

However, VEX robots primarily focus on motion control and low-level sensing, and they do
not have a vision sensor (such as a CCD camera). As a result, it does not provide an onboard image
processing capability. In recent years, cameras have become more widely used on robots, allowing
a representation of the robot’s environment to be acquired through visual input. The limitation of
not having the onboard capability to process images prohibits the VEX kits from being used in
more advanced robotic applications such as vision-based control.

The department of Computer Engineering Technology (CET) offers “CET 4952: Robotics
Technology” [1, 2] as a technical elective to its students in the CET baccalaureate program. The



course is structured to have a 3-hour lecture session and a 3-hour lab session each week. It is
offered twice a year in both fall and spring semesters. Its course learning objective is to address
fundamental subjects in both Autonomous Mobile Robots and Robotic Manipulators, as well as
preparing students with necessary knowledge and skills in robotic programming, design, and sys-
tem integration. Theories and algorithms such as waypoint navigation, map building, obstacle
avoidance, and trajectory generation are discussed in the lecture sessions, while lab sessions focus
on the application of this knowledge using physical robots [1, 2].

When labs were conducted in traditional face-to-face classrooms, students were asked to com-
plete three projects over one semester. Project-based learning [3] was used in the first two projects
to guide students through fundamental algorithms. Inquiry-based learning, a highly self-directed
approach of learning and discovering through exploration or observation, was used in the final
project, where students apply acquired skills to solve questions independently (with the least
amount of help from the instructor). To make the third project (i.e., the final project) more man-
ageable for students, students were given with specified options (candidate projects) and allowed
to select one that aligned with their interests. These candidate projects include “vision-based con-
trol”, “coordinated control”, and “MATLAB image processing for depth recovery”, to name a few.

The pandemic urged us to focus on computer-based simulation projects in the past two years [2],
but recent requests for more in-person activities have driven expansion of physical experiments. In
one project mentioned above, i.e., the vision-based control of Raspberry PI-enhanced VEX robot,
the Raspberry PI was integrated with a standard VEX robot (consisting of a mobile base and its
micro-controller, the Cortex). The Cortex controls the robot’s basic motion, while the Raspberry
PI handles image processing and high-level decision making. Commands such as “turning to the
left”, “going straight”, and “turning to the right” were sent from the PI to the Cortes for execution.

This paper describes vision-based control of a PI-controlled VEX robot. This new version does
not include the Cortex. The VEX mobile base was controlled directly/solely by the Raspberry PI.
In other words, there is only one “brain”, i.e., the Raspberry PI [Fig. 1 (b)]. While in the previous
version, there are two “brains”: the PI and the Cortex [Fig. 1 (a)]. This development addressed one
direction of further investigations listed in our earlier paper, by using the Raspberry PI to control
the VEX base directly [1]. Reducing the “brains” from two to one resulted in a less complex robot,
which is more friendly to the undergraduate students. It also made it easy for other educators to
incorporate this hardware/software system into their courses/labs.

Using the L298N Motor Driver Controller Board, we successfully controlled the two motors
to run in different directions, achieving low-level motion control of the robot. With the help of
OpenCV libraries, we have achieved onboard image processing for the PI camera using C++. The
closed-loop vision-based control is demonstrated via visual servoing the robot to a static target.

Hardware Construction

The PI-controlled VEX robot is constructed using the following components: a mobile base built
using the VEX robotic kit; a Raspberry PI microprocessor with its camera module; a L298N motor



(a) The Previous Version: PI-Enhanced VEX Robot (b) The Newer Version: PI-Controlled VEX Robot

Figure 1: Robots used for vision-based control.

driver controller board; power bank providing power to the PI; batteries providing power to the
L298N motor board. The complete part list is given in Fig. 2. Notice that pictures of these parts
are copied from their Amazon sales pages.

Excluding the cost of the VEX mobile base, the total cost of the rest of the components is
roughly $232.00. We already have several sets of VEX robots for this course, so adding this
project is not too costly. There is even a possibility that some students may want to use their own
Raspberry PI. The instructor will assist them in installing the necessary libraries on their PI. The
knowledge can then be applied outside of the robotics course (projects in other courses and/or
undergraduate research investigations).

The VEX mobile base is built simply following the instructions provided by the VEX company.
These construction steps are not repeated here. Next, we focus on the wiring associated with the
PI, motor board, and their batteries [Fig. 3].

First of all, the ground of the PI and the ground of the motor board need to be connected to
have a common ground. Secondly, we connected the GPIO 19 and GPIO 26 pins of the PI to the
IN4 and IN3 of the motor board. The GPIO 17 and GPIO 18 pins of the PI are connected to the
IN1 and IN2 pins of the motor board. We used three 3.7 V 18650 rechargeable batteries to provide
power for the motor board. Its positive and negative leads are connected to the 12V and GND pins
of the motor board, respectively. The two VEX 393 motors that drive the mobile base are then
connected to OUT 1, 2 and OUT 3, 4, respectively. During testing and debugging, the Raspberry
PI is powered by its power supply. For autonomous operations, a portable power bank is used
to provide power to the PI. The power bank and the PI is connected via a USB to Micro USB
cable, which comes with the power bank. The connections between the PI and the motor board via
the male-to-male cables are very secure with little to no movement or loosening. Overall, these
connections are straightforward and easy to understand for undergraduate students.



Figure 2: List of parts.

Software Programming

Regarding programming language, C++ and Python are generally the two most widely used lan-
guages on the Raspberry PI. Between these two, currently we used C++ (due to the instructor’s
own programming skills) and downloaded Code::Blocks [4] as the editor. In the future, we are
interested in exploring the Python programming language to provide useful guidance to students
no matter which language they prefer (C++ or Python).

After the physical robot has been constructed, programming and control of the robot includes
a) control of the motors (i.e., low-level motion control that requires the WiringPi library [5]); b)
image processing to obtain visual clues from the environment (i.e., feature extraction that requires
the OpenCV libraries [6]); and c) closed-loop vision-based control where the visual clues are used
to control the behavior of the robot (i.e., visual servoing [7]). These modules are described next.

Low-Level Motion Control: Interfacing Raspberry PI with one L298N Motor Driver Module
allows control of two DC motors. The mobile base in Fig. 1 was constructed using two VEX
393 motors that are the primary motors used for robot mechanisms. These two motors spin the
wheels on either side of the robot. The WiringPi library [5], i.e., the GPIO Interface library for
the Raspberry Pi, needs to be installed. For the wiring described earlier, in the C++ program, the
connections between the PI GPIO pins and the L298N pins need to be initialized. The rest of
the motor control task is done by C++ programming, including commanding the motors to move
forward or backward. The C++ program is shown below as file name zTest1.cpp. The generated
executable file is zTest1 and can be executed by “sudo ./zTest1”.



Figure 3: Wiring among the PI, the motor board, and their batteries.

Onboard Image Processing: In the lecture session of the robotic course, we have Incorporated an
introduction to image processing, briefly covering topics such as color space, filtering for noise re-
duction, color-based feature extraction, and Hough transform for line and circle detection. Typical
steps in the color-based feature extraction routine include:

• Color space conversion from RGB (Red-Green-Blue) to HSV (Hue-Saturation-Value).

• Thresholding the HUE Image based on user-specified lower and upper bounds.

• Applying filter for noise removal/reduction.

• Finding the largest connected region based on the area or contour points.

• Post-processing to find features such as center and area.

These steps were taken when trying to extract the center of a red object using Raspberry PI’s
camera. The command-line compiling of the C++ program that integrates both image processing
and motor control is shown below:



Closed-Loop Vision-Based Control: A visual servoing task is to command an autonomous mo-
bile robot to approach a target (with assumed known pattern) certain distance away. For a quick
verification that the constructed robot is capable of performing closed-loop vision-based control
tasks, we selected a very simple target, i.e., a small piece of red paper. The background is made
clean to reduce miss/false detection. The control objective is to command the robot to stop when
it gets too close to the target. Since the robot is controlled based on visual hints, the actual logic
associated with moving forward or stopping is based on the detected area of the target. If this area
is larger than a pre-specified value (for example, we used 900 in pixel coordinates), then the robot
will be commanded to stop.

Figures 4 and 5 show two runs of the visual servoing task. The robot started from approx-
imately 4.5 feet away from the target in Fig. 4, and from 7 feet away in Fig. 5. In both cases,
the robot stopped when the detected area of the target is bigger than the specified threshold. The
picture on the left shows the image processing results on the Raspberry PI. The pictures on the
right provide several snapshots of the robot’s movement. To improve the image processing speed,
images captured by the PI camera are resized to be 1/4 of its original dimension.

Figure 4: Visual servoing to a red object − Run #1.

Figure 5: Visual servoing to a red object − Run #2.

We have demonstrated that the constructed Raspberry PI-controlled VEX robot is capable of
performing closed-loop vision-based control tasks. This makes the robot suitable for more com-
plicated tasks.



Inclusion in the Robotics Technology Course

The motivation of this work is to continue developing/refining projects used in an undergraduate
robotic course “CET 4952: Robotics Technology”. In the lecture sessions, fundamental subjects
in autonomous mobile robots and robotic manipulators are discussed. Students completed three
projects in the lab sessions, including one on autonomous mobile robots, one on robotic manipu-
lators, and one on advanced robotic control. These three projects were designed with increasing
complexity. Project 1 prepares students to obtain basic understanding and programming experi-
ence. Students will then acquire more solid programming skills in Project 2. Project 3 eventually
exposes students to real-world software design and algorithm implementation. Step by step, stu-
dents will acquire the knowledge, skills, and experience of designing and implementing algorithms
for robotic applications.

To accommodate students’ interests, we provide several options (candidate projects) to the
students for Project 3. Students are allowed to select one among the given options, including:

• Software-driven projects such as “Depth recovery using the MATLAB Image Acquisition
Toolbox and the Image Processing Toolbox”.

• Electronics-driven project where the students explore the usage of several other sensors that
were not elaborated/used before.

• IoT-driven projects where students integrated IoT (Internet of Things) with the VEX robot
so that the robot can be commanded from the students’ cellphone or another laptop.

• Visual servoing/tracking projects using the Raspberry PI-enhanced VEX robot (the previous
version) where the Raspberry PI was added to communicate with the VEX Cortex.

The PI-controlled robot is a newer version of the PI-enhanced robot. Thus, it can be adopted
into the lab sessions of the robotic course right away.

Impact of the Change on the Course and Students

This newer version provides students with a platform for C++ or Python programming in the Linux
Operating System, which is a significant step forward compared with the RobotC programming
on the VEX’s microcontroller as done previously. By doing image processing via the OpenCV
libraries, students have the opportunity to perform serious algorithm development. They now have
to consider physical hardware limitations such as processing speed.

The impact and significance go beyond the robotic course. Removing the VEX micro-controller
Cortex yields a decoupling in the robot’s “brain” and its “motion-execution-system” (i.e., the mo-
bile base). The “brain” (consisting of the Raspberry PI, its camera module, the L298N motor
board, and the associated batteries) can be easily duplicated/replicated and is compatible with
other motion-execution systems. This decoupling allows the students to continue their investiga-
tions in future activities (design projects, undergraduate research) outside the robotic course. We
believe the developed robot will help to achieve the ultimate goal of education, i.e., promoting the
acquiring, continuation, and application of knowledge through life-long learning.



Conclusions and Future Work

This paper describes the development of a Raspberry PI-controlled VEX robot that can be used as
the physical platform for advanced robotic control tasks such as vision-based control. This robot
is built using the Raspberry PI, its camera module, a L298N motor board, and a mobile base con-
structed using the mechanical parts provided in a VEX robotic kit. Intended as the final project in
an undergraduate robotic course, this project walks students through hardware assembly, electron-
ics wiring, low-level motion control, image processing, C++ programming, operations on Linux,
and vision-based control. This project can also integrate other STEM subjects including Internet of
Things (IoT), Image Processing, and Artificial Intelligence, initiating course-level collaborations.

Results presented in this paper proved the capability of the Raspberry PI-controlled VEX robot
for advanced robotic control tasks. Future investigations will seek development in several direc-
tions, including a) improvement of the low-level motion control; b) programming in Python; and
c) exploration of ROS [8–10] on the PI for robustness and scalability.
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