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Leveraging Social Media in Engineering Education Research: 
Latent Dirichlet Allocation Method 

 
Abstract 
 
In our work, we explore how social media analytics can be leveraged in engineering education 
research to understand lived experiences of marginalized groups outside of engineering contexts 
to inform research in engineering contexts. Specifically, our work explores the video-based, 
social media platform TikTok using latent Dirichlet allocation (LDA; a topic modeling method) 
to elucidate neurodivergent topics. We applied LDA to transcripts of neurodivergent TikToks 
and developed a four topic model to describe the text-based data. Social media is an informative 
environment which can be leveraged in this field with careful application of topic modeling 
methods. Further, topic modeling methods can be used for any large, text-based data to 
supplement qualitative analysis methods. 
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1. Introduction 
 
The purpose of this research paper is to explore how social media can be leveraged in 
engineering education research and provide a step-by-step method for social media analytics. 
People around the world use social media platforms (e.g., Facebook, Reddit, SnapChat, TikTok, 
and Twitter) to share content that express their personal and professional identities and connect 
with others like them [1]–[4]. Social media is a public space full of rich information and 
conversations that can show how and who people interact with and what people publicly share 
about themselves. Particularly, social media has served as a platform for marginalized 
communities to connect, organize and collaborate, disseminate information, and negotiate their 
identities [5]–[11]. Social media is a rich and vast source of information that engineering 
education researchers can leverage to understand and integrate lived experiences of marginalized 
communities in larger social contexts outside of academia. Outside of engineering education, 
social media analytical tools such as social network analysis and natural language processing has 
been used to understand these social contexts. Our work presents the latent Dirichlet allocation 
which is a type of topic modeling method that uses machine learning and natural language 
processing to analyze a large amount of textual data. 
 
2. Background 
 
2.1. Social Media in Research 
 
People marginalized by societal structures and institutions based on factors such as 
race/ethnicity, gender identity, disability, and more have found solace in digital spaces [12]. 
Particularly, social media platforms such as Facebook, Twitter, TikTok, and Instagram have 
offered a space for marginalized people to “expose the truth and drive social change” [5, p. 158]. 
This space is vital to marginalized people especially when traditional media (e.g., televised 
media) has downplayed grievances and misrepresented perspectives [12]. Further, marginalized 
groups have also used social media to socially construct their identities, create shared meaning, 



and build communities [2], [5], [7], [9], [10], [13]. Because digital spaces such as social media 
has become an emancipatory platform for marginalized peoples, researchers have an opportunity 
to listen to and learn from the underrepresented and unheard voices. Content publicly available 
on social media provides a myriad of evidence for lived experiences around social identities 
(e.g., queer identity) that cannot be captured in a clinical or research settings. When used 
ethically, marginalized peoples and their lived experiences can be properly represented in 
research. Particularly, researchers can address the limitations of consent by taking necessary 
precautions to protect the privacy and autonomy of participants [14]–[16]. 
 
Researchers have only scratched the surface of the plethora of content publicly available on 
social media to listen to and understand marginalized groups. Researchers outside of engineering 
education have analyzed content posted on social media platforms to understand topics such as 
identity negotiation and development (professional [17], [18] and social [7], [8], [10], [19]), 
politics [20]–[22], (mis)information dissemination [23]–[26], and health behaviors (e.g., coping 
with eating disorders [27] and mental health [28]). Using social media to research different social 
identities (e.g., queer and racial identities) has shown that social media serves as a space for 
individuals to learn more about themselves, connect with similar people, and build communities 
[7]. This type of information can be used to inform engineering education research and 
pedagogical practice. 
 
2.2. Social Media Research in Engineering Education  
 
In engineering education research, social media platforms are underutilized data sources to 
understand marginalized people and their experiences. Only two studies within engineering 
education have used social media to understand engineering student experiences. Berdanier and 
colleagues generated narratives around graduate engineering student attrition from the social 
media platform Reddit [29]. Another study, by Chen and Gillen, also analyzed forums on Reddit 
to understand engineering students’ learning experiences before and during COVID-19 [30]. 
Both studies used the application programming interface (API) from Reddit to collect posts from 
the Reddit forums. The studies differed in analysis where Berdanier et al. conducted qualitative 
narrative analysis while Chen and Gillen used quantitative machine learning, specifically natural 
language processing tools. Chen and Gillen’s study is the first in engineering education to use 
machine learning as a tool to analyze qualitative data. Both studies resulted in themes that 
represent student experiences in engineering demonstrating the utility and novelty of social 
media platforms as a data source. 
 
Engineering education researchers can also leverage social media platforms to understand 
engineering student experiences who experience systemic discrimination and oppression. For 
example, in our larger research project focusing on neurodivergent (e.g., ADHD, autism, 
dyslexia, anxiety) engineering students, published knowledge on what it means to be 
neurodivergent is limited to deficit framing and language developed by researchers [31]. 
However, a plethora of knowledge and first-hand accounts of neurodivergent experiences exist 
on social media where emancipatory, as opposed to deficit, language is used to describe their 
lived experiences [13], [23], [32], [33]. Researchers should immerse themselves in these online 
communities to join their conversations and to understand the experience of being 
neurodivergent. Our work presented here and elsewhere [paper under review and other ASEE 



2023 submission] specifically investigates the video-based and popular social media platform, 
TikTok. 
 
3. Methodological Framework: Latent Dirichlet Allocation 
 
Latent Dirichlet Allocation (LDA) is a popular unsupervised topic modeling method used in 
natural language processing (NLP). Before detailing the method in the subsequent subsections, 
we provided definitions of the terminology used to clarify the use of the words (see Table 1). 
 
Table 1. Definitions of terminology used in LDA, topic modeling, and NLP [34]–[36]. Indented terms fall 
within the non-indented term above them. 
Term Definition 
Machine Learning (ML) [36] Coding methods that enable computers to “learn” without 

programming everything. 
Unsupervised Learning The code attempts to develop a model that the data fits to; no 

specified outcome is identified by the researcher. 
Supervised Learning A model is provided for the code to fit the data to; a specific 

outcome is identified by the researcher. 
Training  A set of data is provided for the code to learn or develop a model. 

Natural Language Processing 
(NPL) [37] 

A research field that uses machine learning to “obtain meaning from 
human language processing in text-documents" [37, p. 15170] 

Topic Modeling [34] “A statistical tool for extracting latent variables form large datasets” 
[34, p. 1]. 

Word  A unit of individual data 
Document  A “string” containing n words; a collection of words. 
Corpus  A set of m documents; typically, the whole dataset. 
Vocabulary  A collection of distinct words also known as the dictionary. 
Topic  Individual topics represent the probability distribution of vocabulary 

(e.g., vocabulary clusters). 
Latent Dirichlet Allocation 
(LDA) [34], [35] 

This unsupervised NPL method using topic modeling by organizing 
data at three levels (word, topic, and document) to generate a 
probabilistic model of hidden topics. This method does not rely on 
external knowledge bases allowing meaning to emerge from the 
dataset only. 

 
3.1. Topic Modeling 
 
Topic modeling is a powerful statistical tool used in data analytics to determine common 
characteristics of data points within large datasets and is particularly well-suited for analyzing 
textual data (the corpus) [34], [38]. Particularly, topic modeling can find hidden structures, or 
topical patterns, of large textual datasets to aid researchers extract meaningful information [38]. 
The outcome of topic modeling is a set of topics where each topic generated contains a collection 
of words with high probability of appearing together in the same context. Topic modeling serves 
a variety of purposes, one of which is to allow users to dig deeper into documents and develop 
links between previously unrelated topics. Topic modeling has been widely used from analyzing 
bioinformatics data to social data to environmental data [34], [39]. 
 



3.2. Latent Dirichlet Allocation 
 
Latent Dirichlet Allocation (LDA) is a popular unsupervised topic modeling method that has 
been used in fields such as business, medical, and road traffic [40]–[42]. LDA is similar to 
cluster analysis where LDA is used to identify latent topics while cluster analysis is used to 
group items based on their observable similarities [43]. Specifically, LDA identifies hidden 
patterns, or topics, in the data by generating a probabilistic model based on the probability of 
words appearing in documents of a large corpus [37]. The model assumes that words in a 
document are related so the probabilities of words appearing in documents can be calculated. 
Further, individual words are assigned to topics based on the probability of similar words 
appearing together in a document. Two model parameters (the Dirichlet parameters) indicate 
how many topics are represented in each document (0 < a < 1) and how many words are 
represented in each topic (0 < b < 1) where a high a value makes the document appear more 
similar to one another and high b value makes topics appear more similar to one another. For our 
study, we chose lower a and b values because the documents are relatively small and we want to 
look for nuances across the corpus for neurodivergence as the main topics discussed in the data 
are autism, ADHD, and neurodivergence. Figure 1 demonstrates how the LDA model creates a 
probabilistic model of the topics from documents.  

 
Fig. 1. The corpus contains m documents with n words (left). An LDA model (center) generates the 

probability, P, of words being in a topic (right). 
 
For the model to assign words to topics, the researcher must input the number of topics as a 
parameter [44]. The researchers might not know the number of topics in the corpus, so the 
researcher can test a range of numbers of topics in the model then calculate a coherence score for 
each number of topics. The coherence score is based on the likelihood of words being related to 
one another in a topic and is calculated by word pairs and word pair probabilities [44]. The 
number of topics can then be chosen by looking at a coherence score vs number of topics plot 
where the optimal number of topics is at an inflection point in the graph while also considering 
the researchers prior knowledge on the corpus [45]. After the model is generated, the researchers 
then explore the words in each topic to determine what each topic represents. Overall, the LDA 
method is like qualitative content analysis and qualitative coding methods. 
 
4. Positionality 
 
Before delving into this study, we provide our positionality statement here as our positions 
influence how we conceptualize the theory and methodological choices [46], [47]. We provide 



an overview of the research team’s reflexivity for this study. Although the research team is 
diverse in many ways, we share a common goal of highlighting the voices of neurodivergent and 
other marginalized peoples in our research. All authors have backgrounds in engineering of 
different disciplines. A majority of the research team are neurodivergent or disabled and 
leveraged their lived expertise in this research. The team is also diverse in race/ethnicity, gender, 
and country of origin which also provided diverse perspectives in approaching this research. 
 
5. Method 
 
To demonstrate the LDA method in engineering education research, we conducted small-scale 
social media analysis on neurodivergent content shared on TikTok. The main goal of our study 
was to identify underlying topics related to neurodivergence that help describe neurodivergent 
lived experiences. Overall, this research design involved manually downloading content from 
TikTok; transcribing, cleaning and preprocessing the data; and training the LDA model. Figure 2 
provides an overview of the design process. 

 
Fig. 2. Overview of the research design. 

 
5.1. Research Context – TikTok  
 
TikTok (https://tiktok.com/) is a popular video-based, social media platform [48] that gained 
popularity during the COVID-19 pandemic [48]. TikTok continues to be one of the most 
downloaded apps on both the Apple App Store and Google Play (as of February 2023) with 
approximately 85% of its users below 35 years old [49]. The TikTok algorithm personalizes 
users’ For You Page based on the users’ activity which results in the emergence of niche TikTok 
communities [49], [50]. Content Creators (TikTokers) can quickly create and edit a few second- 
to three-minute-long video content (TikToks) using smartphones to share lived experiences, 
communicate with and respond to other users, and build community. TikToks may fit into a 
number of different genres including acting, animated infographic, documentary, news, oral 
speech, pictural slideshow, and TikTok dance [51]. Other users interact with the TikTokers’ 
posts by liking, sharing, bookmarking, or commenting. Further, TikTokers can interact with their 
audiences’ comments through video responses to seamlessly continue conversations with 
commenters. TikTokers can also “stitch” or “duet” other TikTokers’ videos to respond or interact 



to other TikTokers’ content. This interactive approach encourages community interaction and 
engagement and is unique to TikTok [52].  
 
5.2. Data collection 
 
TikTok operates with a recommendation algorithm meaning it learns from a user’s TikTok 
activity such as likes, shares, and follows [53]. To avoid personal recommendation algorithms 
affecting the data collection, we collected TikToks solely through the search feature of the app. 
We searched the Top TikTok Page using the hashtag #neurodivergent first, then #depression and 
#anxiety which are common traits of being neurodivergent [54], [55]. Future work will explore 
the intersection of neurodivergent and engineering as this work was intended to share how to use 
the LDA method in engineering education research. We then downloaded TikToks after 
watching, liking and bookmarking, and determining if each met our inclusion criteria where 
TikToks must be available to the public (public TikToks are downloadable while private 
TikToks are not); an informational, narrative genre (excludes TikTok dances and jokes); and 
educational such that they describe lived experiences, discuss scenarios or hypotheticals, or 
spread awareness of social interactions. 
 
In total, we downloaded 100 TikToks from the #neurodivergent search, 50 from the #depression 
search, and 50 from the #anxiety search. We collected a total of 200 TikToks where each TikTok 
ranged from nine seconds to five and a half minutes long and totaled two hours and 25 minutes’ 
worth of TikTok content. We dropped four TikToks after re-reviewing the TikToks and 
determined they did not meet the inclusion criteria with a final number of 196 TikToks. Basic 
TikTok information such as file name, TikTok length in seconds, hashtags, video descriptions, 
and dates were documented in a spreadsheet for organization. We did not summarize the 
demographic data of the TikTokers as they do not report such information in a standard form and 
we chose not to assume the demographics. However, we can analyze creator demographics in 
later studies that use data mining techniques. Further, we chose to manually collect TikToks and 
not mine the data so we can compare the LDA method to a qualitative thematic analysis (paper 
under preparation). 
 
5.3. Data Handling and Preprocessing 
 
After the TikToks were downloaded to a secure folder, the research team transcribed the audio 
and any added text (e.g., captions or additional text added by the creators). Transcriptions were 
checked for accuracy and followed a standardized transcription system that accounts for visual 
aspects of the TikToks. Specifically, the transcription system distinguishes what was verbally 
said from text appearing on TikToks, closed caption edits to what was said, and any contextual 
information. Each transcript represents a document of words for the LDA analysis. The 
documents (transcripts) were then loaded to a Jupyter Notebook (Python) to clean and preprocess 
for the LDA analysis.  
 
Two key inputs are needed to train an LDA model: the corpus (collection of documents) and the 
dictionary. To create a corpus and dictionary, the documents need to be cleaned then 
preprocessed (demonstrated in Table 2). Cleaning the documents involved expanding contraction 
words; removing any punctuation (e.g., ‘, ., ?), symbols, (e.g., #, @, %), emojis (e.g., 😄, 😎, ✨), 



and accented letters (e.g., â, ñ); and converting capital letters to lower case letters to facilitate 
more accurate analysis [56]. Next, preprocessing the documents consists of three main processes: 
tokenizing, stopping, and stemming. Tokenizing the documents converts the documents to their 
atomic elements [56], which identifies the words as words in each document. Stopping removes 
any words in the documents that do not provide significant meaning to a sentence (stopwords) 
such as ‘the,’ ‘this,’ ‘that,’ and ‘it’ are removed from the documents. Common English 
stopwords are defined in the natural language processing toolkit and the researchers can add 
other stopwords [57]. Our additional stopwords included words that were common on TikTok 
that had no meaning like “part” and “story” and “TikTok.” Finally, stemming is the process of 
converting words of similar meaning to their stem word (e.g., “changing” and “changed” have a 
stem of “chang”). However, we used the lemmatizing process which similarly finds the stem of a 
word but uses the dictionary word rather than the stem (e.g., “change” rather than “chang”). 
 
Table 2. Demonstration of the text being preprocessed. 

Process Data 
Original Data So you’re breaking up with me because I’m too… Blond? [So 

you’re breaking up with me because I’m too…✨Neurodivergen
t✨] 

Expand 
Contractions 

So you are breaking up with me because I am too… Blond? [S
o you are breaking up with me because I am too…✨Neurodive
rgent✨] 

Remove 
Punctuation and 
Symbols 

So you are breaking up with me because I am too Blond So y
ou are breaking up with me because I am too Neurodivergent 

Convert to Lower 
Case 

so you are breaking up with me because i am too blond so y
ou are breaking up with me because i am too neurodivergent 

Remove 
Stopwords 

breaking blond breaking neurodivergent 

Lemmatize break blond break neurodivergent 
Tokenize WordList(['break', 'blond', 'break', 'neurodivergent']) 

 
5.4.3. Describing the Corpus 
 
Prior to training the LDA model, we first explored the contents of the corpus. This step is 
analogous to descriptive statistics describing the sample before conducting analysis with the 
variables (e.g., linear regression). Describing textual data provides an overview of the most 
frequent words that appear in the corpus which can be visually represented in plots such as word 
clouds [58] of frequency plots. By highlighting the most frequent words in the corpus, we can 
identify the most relevant and important terms used in the documents. For our corpus, these 
words give us insight to the words used by neurodivergent people to describe their lived 
experiences. 

 
5.4.4. Training and Interpreting the LDA Model 
 
A predetermined number of topics from the corpus must be provided to train an LDA model 
which can be found by calculating the coherence score from testing the LDA model over a range 
of topics. For our study, we tested the LDA model from two to twelve topics. The coherence 
score was then plotted by the number of topics where the optimal number of topics is identified 



at the first inflection point on the plot. After the number of topics was chosen, we then trained 
the LDA model with our corpus using low Dirichlet parameters (a = 0.01 and b = 0.01). We then 
used a popular visualization tool, PyLDAvis, to interactively visualize the results of the LDA 
model. The PyLDAvis package allows the researchers to interactive with the topics for 
visualizing the variety of topics generated by the LDA model [59]. One of the PyLDAvis’s key 
features is the intertopic distance map which displays the topics in a 2D space. As such, this tool 
allowed us to see the words that make up each topic and see how unique each topic is where 
topics that overlap are less unique and topics further apart of more unique. To understand and 
interpret individual topics, each topic be manually chosen to examine its most frequent or 
relevant terms using λ parameter values and give each topic a label or “meaning” that can be 
understood by people. Values closer to 1 indicate more often recurring terms in the document 
that might not be related to the topic, while values closer to 0 indicate more exclusive terms for 
the selected topic [60]. 
 
6. Results 
 
6.1. Description of the Neurodivergent TikTok Corpus   
 
In total, the corpus consisted of 6,156 words (after preprocessing) with 2,392 unique terms. We 
generated a word cloud of the corpus as shown in Fig. 3 displays the frequency of the most 
frequent 30 words in the corpus as both a word cloud (left) and frequency plot (right). The top 
three most frequent words in the corpus were ADHD (count is 151), autistic (count is 89), and 
feel (count is 55). This result demonstrated that a majority of the neurodivergent conversation on 
TikTok is about ADHD and autism. Common words used to describe neurodivergent lived 
experiences include “forget,” “different,” “mask,” “understand,” “trait,” “function,” “trauma,” 
and “anxiety.” These terms demonstrate how autism and ADHD can overlap. Although 
“symptom” was a common word used, it was less common than the words “different” and 
“trait.” This finding supports the shift away from pathologized thinking of neurodivergent people 
to accepting neurodivergent people for who they are and that part of them is not curable. 

 

  
Fig. 3. Word cloud visualization of the corpus. 



6.2. LDA Model for Neurodivergent TikTok 
 
An optimal number of topics within the corpus must be determined as an input to the LDA 
model, which can be identified through coherence scores and researcher knowledge on the topic. 
Coherence scores range from 0 to 1 with higher scores indicating more meaningful and 
consistent topics [61], [62]. We calculated the coherence score for the number of topics ranging 
from two to twelve as shown in Fig. 4. We chose four topics for this study (coherence score of 
0.43) as it represents the first peak in Fig. 4 and serves as a simple model for this paper. This 
score suggests that the four topics generated by the model had a moderate level of coherence. We 
then trained the LDA model using four topics and Dirichlet parameters of a = 0.01 and b = 0.01. 

 
Fig. 4. Coherence score versus number of topics. 

 
To explore the topics and the distribution of words within these four topics, we generated word 
cloud images for each topic. Figure 5 shows the top 15 words for each topic as a word cloud 
where the larger words represent more frequency of that word for that topic. Within each topic, 
there is overlap of the words “ADHD,” “autistic,” and “autism.” We considered the two terms 
“autistic” and “autism” as separate and unique because both have different cultural meanings 
within the autistic community. The term “autistic” is preferred over “person with autism” 
because it is seen as an integral part of their identity [63]–[65]. Further, in listening to the data 
audio files, the autistic community tended to use “autistic” or “neurodivergent” when talking 
about their identities and “autism” when talking about the condition as a larger concept.  
 
We then plotted the word counts and their weights for each topic as shown in Fig. 6. For Topic 1, 
the most frequent words are “ADHD,” “brain,” and “forgotten,” and this topic may represent 
ADHD experiences with memory. Topic 2’s top three words are “autistic,” “forget,” and 
“ADHD” which overlap with Topic 1. However, the other most frequent words included in 
Topic 2 may represent the more nuanced experience of undiagnosed autistic women. Topic 3’s 
most important words are “autistic,” “autism,” and “clutter” and may represent the autistic 
experience. Topic 4 included “spoon,” “ADHD,” and “wave” as its top three words and may 
represent ADHD experiences again in relation to “spoons.” Spoons stem from spoon theory 
which is used by neurodivergent people to describe how much energy and the type of energy 
they have or do not have for completing tasks [66]. This result is interesting as autistic people 
tend to leverage spoon theory more than other neurodivergent people to describe their energy 
levels. However, it is widely used across neurodivergent and disabled people. 
 



  

  
Fig. 5.  Word clouds of the top 15 words for each of the four topics. 

 

 
Fig. 6.  Topic word counts and weights. 

 
Next, we used the PyLDAvis tool to visualize how much the LDA model topics overlap with one 
another as shown in Fig. 7. This visual is composed of the two panels. On the left panel, multiple 
of circles are plotted using a multidimensional scaling algorithm. The LDA model topics are 
more unique and unrelated if there are more dispersed or non-overlapping circles in the intertopic 
distance map. This approach reduces a large number of dimensions to a manageable amount 
[60]. Each circle represents one single topic from the corpus. Each circle is numbered from 1 to 4 
according to their decreasing order of frequency [67]. The distance between each circle tells how 
close the topics are in meaning. Over-lapping circles represent topics have close meaning. On the 
right panel, a bar chart displays the most relevant terms for understanding the selected topic in 
the left panel [59]. The top 30 most salient words automatically selected represent collection of 



texts which are most effective at identifying topics. Word saliency value tells us how useful it is 
for recognizing a certain topic. A higher value means the word is more salient in that topic and a 
lower value means the word is less salient in that topic [60]. The word “ADHD” shows highest 
saliency value which means this word is the most salient word in the corpus. By selecting each 
topic in this interactive graphic, we can see which words are most salient for each topic relative 
to the corpus rearranged by salience for the topic (demonstrated in Fig. 8 for Topic 1). 
 

 
Fig. 7. Intertopic distance map for the corpus. 

 
Fig. 8. Intertopic distance map for Topic 1. 

 
7. Discussion 



 
7.1. Using LDA in Engineering Education Research 
 
Our work demonstrated how the latent Dirichlet allocation (LDA) topic modeling method can be 
used in engineering education research to identify patterns (topics) in large text-based data [68].  
Essentially, LDA is a useful tool to quantitatively analyze qualitative data and identify patterns 
(themes) from large, text-based data. LDA should not and does not replace qualitative analysis, 
but this method can assist in analyzing large datasets. For example, this method can also be used 
to help analyze interview data by showing researchers patterns they may have missed through 
qualitative analysis. Depending on the type of qualitative analysis, an LDA analysis can be 
strategically conducted after inductive analysis to compare patterns or before deductive analysis 
to generate codebooks. Using LDA on its own in engineering education can benefit the field by 
highlighting the vocabulary used by participants, especially those in marginalized groups. We 
should integrate vocabulary from these participants in research to best represent the lived 
experiences of our participants.  
 
The only precaution we have for using LDA and other topic modeling methods for large datasets 
in engineering education is to be familiar with the context of the data and that researchers should 
still familiarize themselves with the data. LDA has the potential to be misused or perpetuate bias 
by not understanding the data and the community they are researching. For example, researchers 
may be bias in choosing stop words during the data preprocessing stage (identified meaningless 
words that are removed from the corpus). To mitigate these types of risks, researchers should 
include participants or other researchers who are a part of the community of study who can 
provide insight when selecting data sources, identify important terms, and evaluate the sensitivity 
of results [69], [70]. Researchers can better interpret the findings from their LDA models by 
being familiar with the data and collaborating with their participants.  
 
7.2. Topics from Neurodivergent TikTok 
 
We used a four topic LDA model to identify the hidden patterns in neurodivergent TikToks. The 
topics that emerged are 1) ADHD experiences with memory, 2) undiagnosed autistic women’s 
experiences, 3) autistic experience in general, and 4) ADHD spoons. These emergent topics are 
each unique and provide insight to the discussions happening on TikTok about being 
neurodivergent. As expected, the topics are more related to ADHD and autism as they have been 
at the forefront  of the neurodiversity movement. These topics are also nuanced to ADHD and 
autistic experiences such as Topic 2 which may relate to undiagnosed autistic women’s 
experiences. This topic is important to further explore to determine specific experiences related 
to undiagnosed autistic women who tend to be undiagnosed. Particularly, undiagnosed autistic 
women and AFAB people are underrepresented or even not represented in clinical research and 
diagnostic tools (e.g., DSM-V) [71], [72]. Thus, TikTok serves as an emergent space for this 
community to share their own experiences and potentially educate others who are similar and do 
not know. Further, Topic 2 differs from Topic 3, which may represent the general autistic 
experience, by relating to women’s experiences. Although Topic 1 and Topic 4 relate to ADHD 
experiences, they are also distinct from one another and describe different types of ADHD 
experiences. 
 



8. Future Work and Limitations 
 
A major limitation to this work was the small sample size used to generate an LDA model as an 
LDA model is more accurate with more data for training. While the ideal sample size for LDA 
modeling can vary, previous literature suggest using a sample size of at least fifty with 
preference for larger sample sizes for more accurate and stable results [73], [74]. We plan to 
address this limitation in our future work by using APIs to data mine social media platforms. By 
data mining social media posts, we will be able to gather large amounts of data to train our LDA 
model for more accuracy. Further, the LDA method alone analyzes words and does not consider 
context or syntax of those words (e.g., the order of words matters). Other methods can be paired 
with LDA to analyze word combinations and sentiment to capture the context of the words in a 
corpus. Our future research will include sentiment analysis to assign positive, negative, and 
neutral meanings to the words. This analysis will be helpful in identifying strengths and 
challenges that come with being neurodivergent in lay terms. Other future work we plan to 
conduct is comparing this work’s LDA results with the thematic analysis we conducted using 
inductive coding methods. We qualitatively generated a codebook from the same dataset that 
contained 56 codes. We can compare the LDA model at 56 topics with the codebook to 
determine how the two methods differ or result in similar outcomes. Further, a larger topic model 
can show how some of the topics overlap where clusters of topics may represent specific 
neurodivergent experiences (e.g., ADHD experiences are close together while autistic 
experiences are clustered but farther away from ADHD experiences).a This method comparison 
can provide triangulation of large text-based data both qualitatively and quantitatively.  
 
9. Summary 
 
In this paper, we explored how latent Dirichlet allocation (LDA), a topic modeling method that 
identifies hidden topics in large text-based data, can be used as a method in engineering 
education research. To demonstrate the method, we explored the lived experiences of 
neurodivergent people as posted on the video-based, social media platform TikTok. First we 
downloaded 200 TikToks that provided descriptions of being neurodivergent then we transcribed 
the TikToks. After transcription, the transcript data was loaded to a Jupyter Notebook to clean 
and preprocess the text. Cleaning the text involved removing symbols and converting letters to 
lower case while preprocessing the text consisted of removing stop words, lemmatizing words, 
and tokenizing the text. We generated a four topic LDA model from 196 TikToks related to 
being neurodivergent (four TikToks were dropped due to not meeting the inclusion criteria). The 
topics generated from the model related to ADHD, autism, and neurodivergent. Overall, LDA is 
a useful topic modeling method that can be implemented in engineering education research as it 
can find hidden topics in large text-based data that may be difficult to find with only qualitative 
methods. 
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